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Abstract 

 
The primary focus of this study 

revolves around enhancing disease 
diagnosis, analysis, and detection through 
optimized models, particularly for 
biomedical images. In the medical field, 
professionals heavily rely on pathological 
reports for diagnosis. However, visualizing 
these reports can greatly aid doctors in their 
diagnostic process. This research 
specifically aims to develop a streamlined 
model for swift analysis and diagnosis. The 
study encompasses data related to Brain 
Tumors, Skin Cancer, Liver Disorders, and 
Breast Cancer. 

 
  The methodology involves several 
steps: starting from raw data, utilizing 
Convolutional Neural Networks (CNNs) for 
image data, extracting features from the 
data, and optimizing these features for 
machine learning models. The machine 
learning algorithms employed in this 
research include the k-nearest neighbors' 
algorithm (KNN), Random Forest (RF), and 
Support Vector Machine (SVM). These 
algorithms are evaluated across all cancer 
types under consideration. 

 
 Distinct accuracies are observed 

from different machine learning classifiers. 
Notably, CNN, unlike other models, does 
not rely on external features due to its 
intrinsic capability for feature extraction, 
selection, and integration. On the other 
hand, for the other machine learning 
techniques, feature acquisition is crucial for 
the classifier model. 

 
In certain cases of cancer data, 

Support Vector Machine (SVM) 
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demonstrates higher accuracy, while CNN 
performs best when external features are not 
utilized. Interestingly, through the process 
of Brain Storm Optimization (BSO), 
optimizing features and applying them to 
the SVM model yields exceptional results 
compared to alternative methods. 
 
Keywords: Biomedical images, cancer, 
KNN, SVM, Random Forest, ABCD rule, 
Feature extraction, BSO 
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I. INTRODUCTION  
 

Biomedical image processing is an intriguing and swiftly evolving field driven by the 
advancements in image processing techniques, encompassing tasks like image analysis, 
recognition, and enhancement. "Medical image processing" pertains to the utilization of 
computers to manage medical images, yielding benefits for surgeons, physicians, and patients 
alike. Medical imaging involves capturing images from a living organism's body for medical 
purposes, facilitating disease identification and study. This technique aids in the early 
detection and treatment of fractures, infections, and diseases, especially those lacking 
noticeable symptoms. The amalgamation of hardware devices and image processing 
techniques in medical equipment has significantly propelled the medical sector forward. 
Diagnostic imaging notably enhances patient outcomes and empowers clinicians with 
expedient and reliable information. It also enhances surgical precision and accuracy. Digital 
images offer multiple advantages, such as swift processing, low costs, quality preservation 
during duplication, convenient storage and sharing, and adaptable manipulation. 
Nevertheless, drawbacks include potential copyright issues, challenges in resizing without 
quality loss, high memory requirements, and the need for robust CPUs for manipulation. 
Common imaging methods encompass Digital X-rays, Computerized Tomography (CT 
scans), Ultrasound, and Magnetic Resonance Imaging (MRI). 

 
Medical images, like magnetic resonance imaging (MRI), ultrasound, computed 

tomography (CT), and mammography, often encounter various levels of noise due to factors 
such as transmission and processing [12]. Numerous factors contribute to image corruption 
during transmission or acquisition in the field of image processing, leading to degraded image 
content due to noise [12]. To restore the original information in images and eliminate noise, 
specific denoising techniques are employed. These methods involve applying a kernel that 
convolves across the image, resulting in a noise-free image post-convolution. The size of the 
kernel (window) varies, as does the desired outcome. Among the commonly used techniques, 
median filtering stands out [6]. Median filtering is effective when image noise density is low, 
but its performance diminishes under high noise density. To address this issue, spatial 
filtering can be employed [13]. An example of such a filtering approach is the adaptive 
median filter [19], which improves upon median filtering by utilizing a two-step process. The 
significant advantage of the adaptive median filter lies in its adaptability to the image's 
characteristics during filtering [7]. Furthermore, the adaptive filter excels not only in handling 
impulse noise but also speckle noise and Gaussian noise [8]. 

 
Currently, medical image analysis plays a critical role in modern medical science. 

Computer-aided diagnostic (CAD) methods are essential for understanding disease 
mechanisms, as interpreting medical images directly can be challenging. Machine learning 
has significantly contributed to this field. Various types of medical image datasets are 
available, each containing both normal and abnormal instances. Examples include skin 
cancer, brain tumors, chest X-rays, and CT scans. These datasets are commonly used for 
classification tasks. 

 
In medical image analysis, the application of machine learning is highly 

advantageous. The first step involves extracting useful features from the images, which is 
achieved through different feature extraction algorithms. Once features are extracted, 
classification is performed using diverse machine learning algorithms such as Support Vector 
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Machines, Decision Tree Classifiers, Random Forests, and K-Nearest Neighbors. However, 
classifying medical datasets is challenging due to their large instance and feature counts. The 
outcome of classification heavily relies on the chosen features. Achieving high classifier 
accuracy demands a well-curated feature set. When datasets are too small, there might be 
insufficient features for description, whereas excessively large datasets could diminish 
feature impact. 

 
Recent reports indicate that brain tumors are considered the most perilous and lethal 

among all tumor types. These tumors exhibit uncontrolled growth within the brain, 
potentially leading to abnormal brain activity and the deterioration of healthy nerve cells [35]. 
Consequently, essential functions like speech, cognition, and movement might be 
compromised. Recognized as a critical form of cancer, brain tumors can be effectively treated 
if detected early, often through close monitoring by neurosurgeons. These tumors manifest as 
masses developing within the brain, which can impact brain or skull tissues. They are 
categorized into benign, non-cancerous tumors, and malignant, cancerous tumors that 
infiltrate brain cell boundaries [36]. The irregular growth of these tumors in the brain often 
results in elevated pressure. 

 
Magnetic Resonance Imaging (MRI) stands out as a superior technique for visualizing 

brain tumor images [37]. MRI offers more precise results compared to CT scans in tumor 
identification. This explains the preference of most neurosurgeons for MRI images in patient 
diagnoses. However, manual detection of brain tumors from MRI images remains a 
demanding and time-consuming task, relying heavily on the doctor's availability and 
diagnostic experience. To mitigate these challenges, automated systems have been developed 
to reduce the reliance on human expertise and enhance brain tumor classification. Numerous 
computer-aided diagnostic systems have been devised, yielding promising outcomes [38]. 

 
In the present era, the Information Technology (IT) industry has witnessed a 

substantial demand for Deep Learning, a subset of machine learning inspired by neural 
networks that enables computers to mimic human-like behavior. Deep Learning encompasses 
various models, including Autoencoders, Recurrent Neural Networks (RNN), and Artificial 
Neural Networks (ANN). Notably, Convolutional Neural Networks (CNNs) have 
significantly contributed to computer vision and image analysis. CNNs are especially adept at 
analyzing and classifying visual images and have found applications in medical image 
analysis [39], computer vision [40], natural language processing [41], and image and video 
recognition [42]. 

 
Cancer poses one of the greatest challenges in modern medicine. It emerges when 

cells within a specific part of the body begin to grow uncontrollably [57]. These cancerous 
cells outcompete normal cells for nutrients, weakening and causing the demise of healthy 
cells. Consequently, this weakens the immune system and can lead to overall body weakness. 
Over time, these malignant cells can spread throughout the body, affecting organs such as the 
liver, bones, breasts, lungs, bladder, and skin [60]. 

 
The skin, the body's largest organ, consists mainly of seven layers of ectodermal 

tissues that safeguard internal organs [58]. Among its functions are temperature regulation, 
sensation of touch, cold, and heat, as well as protection against external elements and 
microbes. When an area of the skin becomes abnormal compared to its surroundings, it is 
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referred to as a skin lesion. Typically, skin lesions arise due to infections, whether internal or 
external. These lesions are categorized as either primary or secondary, and they can 
potentially develop into skin cancer [58]. 

 
Skin cancer arises from abnormal cells that infect the human body. Early detection is 

crucial to prevent the cancer from spreading [57]. In India, over 5000 skin cancer patients are 
hospitalized annually, with approximately 4000 resulting in death [58]. To aid in detecting 
skin lesions, various automated techniques have been developed to ensure accuracy, 
efficiency, and performance. Skin tumors can be classified as Basal Cell Carcinoma (BCC), 
Squamous Cell Carcinoma (SCC), and Melanoma. The malignancy of these tumors depends 
on their rate of growth and spread; if they spread, they are considered malignant, whereas 
those confined to a region are benign. Manual detection of skin cancer is inadequate since 
naked-eye inspection might overlook crucial features, potentially leading to incorrect 
treatment and fatalities. Timely identification of skin cancer through automated methods 
significantly enhances accuracy and efficiency [59]. 

 
However, automated skin lesion detection encounters challenges such as artifacts, low 

contrast, skin tone variations, hair, veins, and the visual similarity between melanoma and 
non-melanoma cases. These issues can be mitigated using preprocessing techniques. 
Preprocessed images undergo segmentation to accurately isolate the skin lesion. Multiple 
segmentation methods are employed, including basic global thresholding, the watershed 
algorithm, wavelet algorithms, Otsu's method, active contours, and more. Following 
segmentation, the segmented skin lesion image is subjected to feature extraction using 
techniques like CASH rule, ABCD rule, ABCDE rule, GLCM, HOG, LBP, and HLIFS [58]. 
Harmful rays like ultraviolet light from sun exposure are a primary cause of melanoma [59]. 
Researchers globally have attempted traditional methods to combat this deadly disease, but 
obstacles like high costs, sustainability of traditional telemedicine, and limited expert 
availability have hindered progress. It's worth noting that 90% of cases result from exposure 
to UV radiation from the sun [61]. 
 
II. RELATED LITERATURE 
 

Biomedical image processing is a rapidly expanding field encompassing signal 
acquisition, image formation, segmentation, processing, denoising, and representation for 
medical diagnosis based on visual attributes. This area involves the analysis of medical 
images like MRI, CT, ultrasound, and microscopy, generating substantial data that needs 
efficient extraction and presentation. This review section addresses the fundamentals and 
applications of biomedical image processing, discussing techniques such as deblurring, noise 
reduction, filtering, analysis, and texture assessment, with illustrative examples. 

 
Numerous methods are employed to enhance medical image clarity for improved 

patient diagnosis. Various median filtering techniques are proposed and examined, mainly 
suitable for images with low noise density. Comparisons of filtered images rely on metrics 
like Mean Square Error (MSE) and Peak Signal to Noise Ratio (PSNR). Standard median 
filters serve as the simplest type. Impulsive noise removal is achieved through decision-based 
approaches that aim to retain image features while suppressing noise. Adaptive decision-
based median filtering, particularly for noise densities up to 50%, can offer better visual 
quality and PSNR values. A self-adaptive median filter that utilizes local pixel distribution is 
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introduced for eliminating salt and pepper noise. Methods using thresholds and standard 
medians are employed to detect noise and substitute original pixel values with those closer to 
the median. Novel techniques, such as ranked-order based adaptive median filters, cater to 
different impulse noise types, featuring variable window sizes for noise reduction and 
sharpness preservation. Spatial domain approaches involving overlapping windows and 
effective median selection are proposed for impulse noise-corrupted images, minimizing 
distortions. 

 
A novel computer-aided diagnosis system is presented to differentiate normal from 

abnormal images. Structural feature extraction involves LBP and HOG methods, with PSO 
used to determine the best feature set. SVM classification with 10-fold cross-validation is 
employed. Experiments on medical datasets, including Breast Cancer, Heart Stat log, and 
Dermatology datasets, demonstrate the efficacy of PSO CFS filtering in enhancing classifier 
accuracy. The proposed PSO wrapper method yields the highest accuracy. A new algorithm, 
BPSO+C4.5, is introduced for classifying high-dimensional data without requiring extensive 
population size or iterations, performing well across dimensional datasets. 

 
In reference [23], a stochastic genetic algorithm was introduced by the authors to 

optimize the parameters of Support Vector Machines (SVM). Their experimentation was 
conducted on a small dataset, revealing that their approach outperformed existing 
classification methods in terms of accuracy. The primary focus of this work was on 
optimizing the kernel parameters of SVM. Moving to reference [24], the authors presented 
the BSOA (Brain Storm Optimization Algorithm), designed for feature selection in input 
datasets and parameter tuning of SVM. They conducted experiments using three medical 
datasets to validate their approach's effectiveness. In [25], a pair of novel multimodal Particle 
Swarm Optimization (PSO) algorithms, namely MNPSO-C and MNPSO-S, were introduced. 
Comparative studies on various Feature Selection benchmarks illustrated that these 
algorithms could identify multiple sets of feature solutions while maintaining classification 
accuracy. 

 
The content of [26] described three distinct feature selection methods proposed to 

enhance classification outcomes. The study focused on the PIMA Indian diabetes dataset, 
utilizing metaheuristic algorithms such as Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO), and K-means clustering for selecting relevant input features. The 
classification task was performed using the K-nearest neighbors (KNN) classifier. Addressing 
[27], a new algorithm named Brain Storm Optimization (BSO) algorithm was put forth by the 
author, drawing inspiration from human brainstorming processes. Efficiency evaluation was 
conducted using two benchmark functions: the unimodal Sphere function and the multimodal 
Rastrigin function. The BSO algorithm was tested with dimensions 10, 20, and 30, utilizing 
k-means clustering to partition individuals into clusters. 

 
In [28], two modified versions of the BSO algorithm were introduced. The first 

modification incorporated a grouping-based model in the grouping operator, while the second 
involved an idea difference strategy (IDS) replacing the Gaussian random strategy in the 
generating operator. The authors applied k-means clustering initially and introduced Gaussian 
noise afterward. The content of [29] proposed a hybrid feature selection model, PCA-IG, 
using the Breast Cancer Dataset. The authors demonstrated that feature selection could 
enhance accuracy and other performance metrics. The J48 decision tree classifier, when 
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coupled with PCA-IG, exhibited superior performance. Describing [30], the authors 
presented an optimized image segmentation approach utilizing Genetic Fuzzy C-Means 
(GFCM) with genetic algorithm optimization. The results showcased the method's utility in 
medical image analysis. In [31], the author used a novel method, WCA+DCCN, for brain 
tumor classification employing the brain tumor dataset. The approach involved wavelet 
transform for image segmentation. 

 
Reference [32] detailed the utilization of a fuzzy classifier integrated with deep 

learning techniques for medical image classification. The method outperformed state-of-the-
art approaches in terms of accuracy. [33] employed the Breast Cancer dataset to detect 
cancerous regions using gene expression and deep learning models. 

 
In recent years, the potential of Convolutional Neural Networks (CNNs) in the 

medical field has expanded. Computer-aided diagnostic systems enable disease detection, 
diagnosis, and classification, mainly relying on medical images like MRI, CT scans, and X-
rays. A novel approach [35] utilized a clustering-based CNN and Fuzzy C-Means (FCM) for 
automated brain tumor detection, a critical step in preventing brain tumor-related deaths. In 
[36], an automated system for brain tumor detection and localization from Brain MRI images 
was introduced. CNN architecture played a key role in image classification, with data 
augmentation handling pre-processing and morphological-based segmentation addressing 
segmentation in the final step. In the field of neuroscience, deep learning methods play a 
crucial role in diagnosing diseases. In the context of brain tumor classification, a study 
(reference [38]) presented a CNN-based approach consisting of three layers, achieving 
outcomes within 35 epochs. This technique involved preprocessing steps that enabled the 
differentiation of tumor and non-tumor regions in brain MRI scans. 

 
A different study (reference [43]) in the same field introduced a Deep Convolutional 

Neural Network (DCNN) model combined with the Sine Cosine Algorithm (WCA) for brain 
tumor detection. This method utilized discrete wavelet transforms (DWT) and transform 
segmentation to enhance tumor identification through discrete wavelets. The results indicated 
that this DCNN+WCA model outperformed other methods discussed in the study. Similarly, 
in a separate work (reference [44]), a CNN-based algorithm was proposed for pneumonia 
detection in chest X-ray images. In the realm of brain MRI image classification (reference 
[51]), a DNN model was employed, incorporating discrete wavelet transforms (DWT) and 
principal components analysis (PCA) alongside the classifier. Another study (reference [54]) 
introduced a DNN model specifically for MRI-based tumor segmentation. This model was 
composed of seven layers, including three convolutional layers, three ReLU layers, and a 
SoftMax layer. 

 
Addressing the manual diagnosis of brain tumors using MRI images, a study 

(reference [45]) suggested utilizing five pre-trained models (AlexNet, Vgg-16, ResNet-18, 
ResNet-34, and ResNet-50) for automated classification. Among these, ResNet-50 exhibited 
superior accuracy, particularly for testing with large datasets. The automation of brain MRI 
image segmentation was tackled in another study (reference [46]), which employed a CNN 
model. Tumor detection in brain images was investigated through a CNN model in reference 
[47], with evaluation metrics such as Sensitivity, Specificity, and Precision. Incorporating 
both MRI and CT scan images, reference [48] employed a CNN for brain image classification 
and employed the Fuzzy C-Means clustering algorithm for segmentation. An automated brain 
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tumor detection system was presented in reference [52], utilizing CNN with specialized 
small-weight kernels. Another study (reference [53]) explored the classification of common 
brain tumor types (Glioma, Meningioma, and Pituitary) via a CNN architecture with layers 
for convolution, max-pooling, flattening, and a hidden layer. 

 
Beyond brain-related applications, skin disease diagnosis was automated using a CNN 

in reference [49], involving image filtering, feature extraction, and classification. 
Additionally, CNNs were employed for chest disease diagnosis in reference [50]. Shifting the 
focus to breast cancer detection using mammogram images, a study (reference [37]) proposed 
a CNN model tailored for feature extraction. This approach integrated a Region Proposal 
Network (RPN) and adopted a Region of Interest (ROI) strategy to identify breast mass 
abnormalities. Likewise, in another work (reference [55]), a CNN-based model was 
introduced for detecting breast cancer in mammogram images, categorizing findings as 
normal, benign, or malignant. 

 
Melanoma, a dangerous skin cancer, was the focus of [57], which proposed a two-

stage method for automatic detection using Gaussian filtering, contour extraction, 
morphology, and ABCD rule-based feature extraction. [58] employed ABCD rule, GLCM, 
and HOG for feature extraction after image pre-processing and geodesic active contour 
(GAC) segmentation. [59] utilized PH2 database for melanoma detection, featuring pre-
processing, multilevel thresholding-based segmentation, ABCD rule-driven feature 
extraction, and Total Dermatoscopic Value (TDV) for classification. [60] introduced a three-
stage method using adaptive principal curvature, colour normalization, and ABCD rule for 
ISIC dataset-based melanoma detection. [61] proposed morphological filtering and 
thresholding for pre-processing, ABCD rule-based feature extraction, and classification of 
melanoma. [62] detailed image pre-processing, segmentation through ANCD rule, and neural 
network-based classification for melanoma detection. In [63], a segmentation-based approach 
fed into ABCD rule-driven feature extraction and Neural Network classification was 
proposed. [64] featured ABCD rule-driven feature extraction and ANN with Back 
Propagation for medical image processing involving melanoma detection. [65] incorporated 
unsupervised segmentation methods into feature extraction through ABCD rule, while [66] 
employed Watershed Segmentation, Wavelet Transformation, and Fuzzy Inference System-
based classification for skin cancer detection and analysis. 

 
III. METHODOLOGY 
   

This section describes about the methods that are proposed. The details about the 
datasets and the proposed methods are described below. 

 
1. Database: There are different datasets used in the proposed methods, which are collected 

from different sources. Chest X-ray, Brain cancer, Breast cancer, liver disorder, skin 
cancer are such datasets used in the work. The chest X-ray images are collected from 
Kaggle [73]. This dataset is having 5,863 X-Ray images and the images are in JPG 
format. 

 
The UCI machine learning repository [34] is a reputable source from which the 

breast cancer, brain tumor, and liver disorder datasets are sourced. These datasets are 
readily accessible online and are recognized in the field. They encompass medical data 
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with varying features, instances, and classes. The data within each dataset is split into 
training and testing sets. Each dataset is composed of two classes: cancerous (malignant) 
and non-cancerous (benign). These datasets differ in terms of their features and instances. 
The datasets consist of statistical features primarily extracted from images of cancerous 
conditions. For instance, the breast cancer dataset comprises 32 distinct features such as 
mean radius, mean texture, mean perimeter, and so forth. Similarly, the brain tumor 
dataset encompasses 11 features, including Clump Thickness, Uniformity of Cell Size, 
and Uniformity of Cell Shape. Lastly, the liver dataset contains 11 features such as Total 
Bilirubin and Alamine_Aminotransferase. These features have been sourced from the UCI 
machine learning repository [34] and have been corroborated accordingly. 

 
The study utilized the BRATS [72] open access resource to obtain an MRI image 

dataset for brain tumors. This dataset consisted of 2065 images that were employed for 
experimental purposes. Out of these images, 1085 were categorized as abnormal, 
indicating the presence of tumors, and were labeled as "yes." The remaining 
approximately 980 images were categorized as normal, representing regions without 
tumors, and were labeled as "no." The dataset was split into training and testing subsets, 
with 80% of the data used for training and the remaining 20% for testing. This division 
resulted in 1652 images for training and 413 images for testing. Within the training 
dataset, there were 878 tumor images and 774 non-tumor images. In the testing dataset, 
there were 207 tumor images and 206 non-tumor images. The training data was further 
divided into training and validation sets using an 80:20 ratio. 

 
The dermoscopy images for skin cancer were obtained from the ISIC 2020 

(International Skin Imaging Collaboration) repository, a renowned open-source resource. 
This dataset comprised two groups of cancer images: benign lesions and malignant 
lesions. It encompassed 10,982 images for testing and 33,126 images for training. To 
address the absence of ground truth for testing images, the training dataset was divided 
into an 80:20 ratio for training and testing purposes. All images in this dataset were in 
JPG format. Within the total of 33,126 input images, 32,542 were categorized as benign, 
while 584 were designated as malignant. 

 
2. Preprocessing: The initial step of the proposed approach involves preprocessing the 

input dataset to eliminate undesired elements such as artifacts, low contrast, hairs, veins, 
skin colors, and moles from the input images. This preprocessing phase comprises the 
following operations: 

 
Filtering: 
 

 Median Filtering: Among various techniques in biomedical image processing, the 
median filter stands out as the most commonly utilized method. It is straightforward 
to apply and tends to yield superior outcomes compared to other filtering methods. 
Noise present in medical images can significantly degrade image quality, which poses 
challenges for tasks like segmentation and classification. Therefore, noise reduction is 
crucial for achieving accurate results. Median filtering involves sorting the values 
within a window and replacing the center pixel with the middle value, effectively 
mitigating noise to some degree. 
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 Adaptive Median Filter: To overcome the limitations associated with the 
conventional median filter, a novel technique known as adaptive median filtering is 
introduced. This method offers several advantages by employing a variable-sized 
kernel around the distorted image, leading to an enhanced output quality. An 
important distinction between the adaptive filter and the median filter lies in how they 
treat pixel values. Unlike the median filter, which replaces all pixel values with the 
computed median, the adaptive filter takes a different approach. 

 
The adaptive filtering process unfolds in two sequential steps. Initially, it 

calculates the median value within the kernel's range. Subsequently, it evaluates 
whether the present pixel value indicates the presence of impulsive noise, commonly 
referred to as salt and pepper noise. The detection of this noise relies on two 
fundamental assumptions. First, it considers a clean image to consist of smoothly 
transitioning areas interspersed with edges. Second, it assumes that noisy pixels 
typically exhibit exceedingly high or extremely low grayscale values when compared 
to their neighboring pixels. 

 
In contrast to the spatially fixed 3 × 3 filter size used in the standard median 

filter, the adaptive median filter adapts its kernel size based on the specific image 
region. Typically, both dimensions of the filter are odd. Given an input image I, the 
resulting filtered image f is defined by this process. 

  
f (x, y) = median {I (s, t)  (1) 
        
 
In equation (1), (x, y) are the coordinates of the pixel in the contextual region 

Wxy specified by 3×3, and (s, t) are the coordinates of the pixels in that region. 
 

The Method is Followed by the Steps: 
 
 Step 1: Start by using a 3×3 filtering window as a starting point. 
 Step 2: Within the current filtering window, determine the count of pixels 

identified as containing noise and those that are noise-free. 
 Step 3: Verify whether the central area is corrupted or intact. 
 Step 4: If the count of uncorrupted pixels within the filtering window is less than 

half of the total pixel count in the window, proceed to step 5. 
 Step 5: Incrementally increase the window's size outward by one pixel on all four 

corners of the window. 
 

Repeat the above steps if the specified condition is not met. 
 

Hence, the present pixel will be excluded from the filtering operation as it has 
been categorized as noisy. The median filtering method solely employs pixels marked 
as clean from noise within the filtering window. This approach leads to enhanced 
filtering outcomes with reduced distortion. The intricate design of the suggested 
adaptive median filter is outlined in Figure 1. 
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Figure 1: Block diagram of the proposed Adaptive median filtering method 

 
 Hair Removal:Unwanted hairs present in skin cancer images can potentially interfere 

with the segmentation and feature extraction processes. Therefore, it is crucial to 
identify and eliminate these hairs from the images. To detect the presence of hair in 
the input images, we employed the Bottom Hat Filtering technique. Subsequently, the 
Fiber Metric Filtering method was applied to effectively eliminate the undesired hairs 
from the dataset. 

 

IV. MORPHOLOGICAL METHOD 
 

Morphology involves manipulating images based on their shapes. The alteration of 
the image, through addition or removal of pixels, depends on the size and shape of the 
structural element used. These operations are primarily applied to digital images. In the 
suggested approach, the morphological operator is utilized to eliminate minor objects from 
the original image, resulting in an improved output image. 

 
V. SEGMENTATION 

 
In the initial stage, the pre-processed image undergoes a process called segmentation. 

This step is crucial in identifying the precise location of the skin lesion. Segmentation holds 
significant importance in the analysis of medical images as it lays the foundation for accurate 
and efficient subsequent steps. Particularly in medical image analysis, segmenting images 
within regions of interest is essential. Segmentation involves classifying the pixels within an 
image into meaningful groups, a process known as semantic grouping. The primary aim of 
segmentation is to extract pertinent portions of the input image, simplifying the overall image 
analysis process. It serves to identify the boundary between the cancerous area and the 
surrounding tissues. Through this process, a binary mask is generated, highlighting the skin 
lesion. 

 
In the study, the authors utilized the Otsu method for skin lesion segmentation. The 

Otsu method is an algorithm for global adaptive binarization threshold image segmentation. It 
selects the threshold for segmentation based on the highest interclass variance between the 
background and the target image. In essence, the OTSU method is synonymous with the 
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concept of using the threshold that achieves the greatest between-class variance. By 
considering the grayscale characteristics of the image, the method distinguishes between 
foreground and background. The discrepancy between these two segments is most 
pronounced when the optimal threshold is employed. The OTSU method employs the 
maximum inter-class variance as a benchmark, which is a widely accepted standard. Given 
that variance serves as a key indicator of even grayscale distribution, higher variance values 
signify greater disparities between the two ends of the distribution graph. 
 
1. Feature Extraction: Feature extraction plays a crucial role in classification processes, 

particularly in the realm of disease classification using cancerous images. These images 
undergo feature extraction to derive statistical attributes, which form the basis of our 
classification efforts. While there exist numerous potential features to extract from an 
image, we specifically focus on statistical ones. Once features are extracted, they are 
subsequently subjected to optimization. 

Undoubtedly, feature extraction holds paramount significance as it enables the 
extraction of significant information from input images. Within the context of Computer-
Aided Diagnosis (CAD) systems, the primary objective of feature extraction is to identify 
distinctive attributes within skin lesion images that can effectively differentiate between 
benign and malignant cases. The prevalence, effectiveness, efficiency, and 
straightforwardness of the feature extraction process have led many early detection 
systems for skin lesions to adopt an approach aligned with the ABCD rule for images. 
Employing computer algorithms, the capability of the ABCD rule to accurately capture 
critical features of malignant lesions—such as asymmetry, border irregularity, color 
variations, and diameter—can be evaluated. 

 
 Asymmetry (A): Asymmetry plays a crucial role in distinguishing between benign 

and malignant tumors. The central concept of asymmetry involves splitting an image 
into two equal halves and contrasting them to ascertain the tumor's nature. If the two 
halves exhibit similarity, the tumor is likely benign. Conversely, if dissimilarity 
exists, especially resulting in asymmetry, it suggests melanoma, a common 
asymmetrical malignancy. 
 

 Border Irregularity (B): The B factor assesses the edges of skin lesions. Melanoma 
may develop when the boundaries of a skin lesion appear uneven, notched, or unclear. 
The measure of border irregularity relies on four factors: variation, asymmetry, 
average and variation in image gradient, and image fractal properties. 

 
 Color (C): In instances of cancerous skin lesions, the pigmentation is often uneven, 

characterized by a lack of uniformity. To quantify this unevenness, it's essential to 
identify the potential existence of six distinct colors: white, black, red, blue, dark 
brown, and light brown. Each identified color contributes a value of 1 to the C factor 
calculation. 

 
 Diameter (D): Skin cancer cells proliferate more rapidly compared to surrounding 

cells, and their growth follows an exponential pattern. The diameter of a lesion plays a 
crucial role in distinguishing between melanoma and benign growths. Typically, 
melanoma lesions exhibit a diameter exceeding six millimeters. 
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2. Optimization 

Brain Storm Optimization Algorithm (BSOA):
Optimization, a novel and advanced optimization algorithm [27] that draws inspiratio
from the brainstorming process of human idea generation. Brainstorming has proven 
effective in tackling intricate and complex problems. Compared to algorithms inspired by 
animal behaviors, those inspired by human processes tend to be more potent [28]. In
BSO, a potential solution is denoted as a vector with 'D' dimensions, corresponding to the 
problem's complexity. The algorithm employs k
random solutions within the search space, which are then organized into 'M'
fittest solution from each cluster becomes the cluster center [24]. In each iteration, new 
solutions are created either by modifying existing solutions or by combining two 
solutions from different clusters. Refer to 
proposed BSO algorithm. 

 

Fig
 
 

The probability pone is the probability of one solution i.e., 
be replaced by the new one. The new solution is represented as 
equation (2), 
 

 xi
new = xi

old + ζ(t) * rand ()           
Where, 
  
rand() – it is a randomly generated distributed value, which range from 0 to 1.
 xi

new , 
 xi

old – ith dimension of x
ζ represented as a constant value for controlling the random values. It is derived in 
equation (3): 
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Brain Storm Optimization Algorithm (BSOA): BSO stands for Brainstorming
Optimization, a novel and advanced optimization algorithm [27] that draws inspiratio
from the brainstorming process of human idea generation. Brainstorming has proven 
effective in tackling intricate and complex problems. Compared to algorithms inspired by 
animal behaviors, those inspired by human processes tend to be more potent [28]. In
BSO, a potential solution is denoted as a vector with 'D' dimensions, corresponding to the 
problem's complexity. The algorithm employs k-means clustering, initially generating 'N' 
random solutions within the search space, which are then organized into 'M'
fittest solution from each cluster becomes the cluster center [24]. In each iteration, new 
solutions are created either by modifying existing solutions or by combining two 
solutions from different clusters. Refer to Figure 2 for the pseudoco

 

 
 

Figure 2:  Pseudo code of the BSOA 

is the probability of one solution i.e., xold which is an old one and can 
be replaced by the new one. The new solution is represented as xnew 

+ ζ(t) * rand ()               

it is a randomly generated distributed value, which range from 0 to 1.
dimension of xnew , xold 

ζ represented as a constant value for controlling the random values. It is derived in 
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BSO stands for Brainstorming-Inspired 
Optimization, a novel and advanced optimization algorithm [27] that draws inspiration 
from the brainstorming process of human idea generation. Brainstorming has proven 
effective in tackling intricate and complex problems. Compared to algorithms inspired by 
animal behaviors, those inspired by human processes tend to be more potent [28]. In 
BSO, a potential solution is denoted as a vector with 'D' dimensions, corresponding to the 

means clustering, initially generating 'N' 
random solutions within the search space, which are then organized into 'M' clusters. The 
fittest solution from each cluster becomes the cluster center [24]. In each iteration, new 
solutions are created either by modifying existing solutions or by combining two 

2 for the pseudocode outlining the 

which is an old one and can 
new and described in 

 (2)                                                   

it is a randomly generated distributed value, which range from 0 to 1. 

ζ represented as a constant value for controlling the random values. It is derived in 
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  ζ(t) = logsig ( 
.ହ×்ି௧


 ) ×rand ()                                                (3) 

 
Here, 
T - max no. of iterations 
t - current iteration 
k - coefficient to change logsig () (logarithmic sigmoid transfer function) function’s slope 
 

Here, the parameter pcx of BSO algorithm from the pseudo code is directly 
proportional to the number of possible solutions present inside the cluster and it’s equal to 
the probability of selecting a cluster from which the solution will be derived. The 
parameters pone_center and ptwo_center of the method describes the probability of choosing the 
centre of the cluster or the random values from a given cluster. When there will be a 
combination of two solutions is taken place (with probability 1 – pone), the resultant 
solution will contain the average of the two solutions that are selected before. When a 
new random solution is created, the exploration is carried out in the BSO algorithm and 
that will replace the centre of the cluster with probability preplace. 
 

3. Classification 
 
 Support Vector Machine: The support vector machine (SVM) stands out as a widely 

recognized and efficient machine learning technique employed for classification tasks. 
Functioning within the realm of supervised learning, SVM scrutinizes datasets with 
the intention of carrying out classification. Its applications span across diverse 
domains, including the medical field where it finds utility in tasks such as disease 
classification and detection. Notably, SVM [23] enjoys employment across numerous 
sectors. In the scope of this study, we harnessed SVM as a classifier to categorize 
input features. To bolster SVM's performance, we incorporated a pipeline process. In 
instances where the dataset resides in a space characterized by high dimensions, SVM 
fabricates a hyperplane that serves the purpose of classification. 

Let us consider, ‘YN’ is the ‘N’ labelled data points in an ‘H’-dimensional hyperspace. 
So, it is defined in equation (4): 

 
YN = [(x1, d1), …., (xN, dN)]   (X × D) N    (4)  

 
Where X is represented as the input space 
           D represented as the label space (-1, +1) 
 
To design a random function Ψ, the problem statement is formulated: 
Ψ: X → D   It calculates the value of d from x. 
 
The hyperplane described by (w, b) in the feature space as, 
 
   ∑ 𝑤


ୀ ∅(𝑥) + 𝑏 = 0                                              (5) 

 
Here ɸ is the mapping function. 
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SVM employs diverse kernel functions, with a particular emphasis on four: 
RBF, linear, polynomial, and sigmoid. Among these, RBF stands out as the most 
frequently utilized kernel. These kernel functions calculate the inner product between 
two points within a designated feature space. In our study, RBF consistently delivers 
superior accuracy compared to the other three options. 
Kernel function: 

   K  =1
0

 
if

                                                                       (6) 

 
 Linear Kernel Function: This kernel is the most essential building block, and it 

becomes particularly valuable when dealing with a multitude of features that require 
analysis. It outperforms all other kernels in terms of speed and has a one-dimensional 
characteristic. The formula for this kernel is provided in equation (7). 
 

  F (x, xi) = sum (x. xi)                                                              (7) 
 
In this case, x, xi represents the data for classification. 

 Polynomial Kernel Function: This particular kernel isn't widely recognized due to 
its inefficiency and imprecise assessment. It is essentially a variation of the linear 
kernel function, expanded upon. The mathematical depiction of this kernel can be 
found in equation (8). 

   F (x, xi) = (x. xi+1) ^d                                                                   (8) 
 

Here ‘.’ Represents the dot product 
 ‘d’ is the degree 
 

 Sigmoid Kernel: Generally, it is used in neural networks. It is related to the two-
layered perceptron neural network model that acts as an activation function for 
neurons. 

   F (x, xi) = tanh (αxTy + c)                                                              (9) 
 

 Radial Basis Function (RBF): This is commonly used and desired kernel function in 
SVM. It is very helpful when we don’t have much knowledge about the dataset and is 
typically used with non-linear datasets. The required equation of the RBF function is 
given in equation (10): 

F (x, xi) = exp (-gamma * ||x - xi||^2)           (10) 
     

            Gamma can range between 0 and 1.  Gamma of 0.1 is the most desired value. 
 

 Convolutional Neural Network (CNN): A Convolutional Neural Network (CNN) 
consists of neurons with adjustable weights and biases, capable of receiving inputs. 
CNN is a specialized neural network with multiple hidden layers, characterized by its 
hierarchical structure. These layers include convolutional, rectified linear unit 
(ReLU), input, output, pooling, normalization, and fully connected layers. Unlike 
other approaches, CNN stands out due to its numerous layers and unique activation 
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functions. It leverages techniques like convolution and pooling to learn pixel 
correlations within input images, capturing significant features. Our objective was to 
create a model for accurately diagnosing tumors from 2D Brain MRI images. CNN 
was chosen due to its sparse connectivity and parameter sharing properties, which are 
well-suited for this task. Although a fully connected neural network could also 
identify tumor regions, we opted for CNN's advantages. 

 
The model comprises six CNN layers, each containing a 2D convolutional 

layer, MaxPooling, and batch normalization. The layer sizes are 32, 64, 128, 256, 256, 
and 256 respectively. Using a kernel size of 3 × 3 and MaxPooling of 2 × 2, the ReLU 
activation function is applied throughout these layers. To enhance parameter learning, 
batch normalization is incorporated into the model. The subsequent section provides a 
comprehensive explanation of the activation functions utilized within the model. 

 
 Rectified linear units (Relu): ReLU has become the prevailing activation function 

across various research domains today, finding application in nearly all deep learning 
and convolutional neural network models. It outperforms alternative activation 
functions such as tanh and sigmoid. 

The mathematical form of the Rectified Linear Unit (ReLU) is expressed in Equation 
(11). 

    𝐹(𝑦) = 𝑚𝑎𝑥(0, 𝑦)     (11) 
 

Where, 𝐹(𝑦) = 0, 𝑖𝑓𝑦 < 0 And 𝐹(𝑦) = 𝑦, 𝑦 ≥ 0 
 

 SoftMax: The SoftMax activation function is widely utilized in deep learning 
applications, commonly placed in a neural network's final layer for output 
normalization. Its purpose is to transform numerical outputs into a probability 
distribution, yielding a vector as the result. The mathematical representation of the 
SoftMax function is provided in Equation (12). 

    𝐹(𝑦) = 


∑ 
ೕ

ೕసభ

     (12) 

 
Where, y = The vector given as input to the SoftMax function F. 
yi = ith element of the input vector (any real value: positive, zero, or negative) 
𝑒௬ = the standard exponential function applied to the input vector 

∑ 𝑒௬ೕ
ୀଵ  = It is a normalization term 

n = number of classes 
 

 Batch normalization: Batch normalization is in charge of normalizing the output 
from the preceding layer. The application of batch normalization can improve the 
training process significantly. Its utilization aids in preventing overfitting. Equation 
(13) symbolizes the mathematical expression of batch normalization. 

   xN = ቀ
௫ିೣ

ೣ
ቁ      (13) 
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where, 𝑝௫ = The average of the resulting output. 
𝑞௫ = the output's measure of dispersion represented by the standard deviation 
 

The suggested architecture involves a flatten layer that transforms the input 
data's dimensions to match the model's requirements. The model incorporates two 
dense layers which utilize ReLU and SoftMax activation functions. To mitigate 
overfitting, a dropout layer with a rate of 0.5 is included. The loss is computed using 
"sparse categorical cross-entropy" within the loss function. The optimization is 
carried out using the ADAM optimizer. The architecture of the proposed model 
shown in Figure 3 and the flow diagram of the proposed model is showcasing in 
Figure 4. 

 

     
 

Figure 3:  Architecture of Proposed CNN model 
 

 
 

Figure 4:  Flowchart illustrating the suggested CNN architecture. 
 

 KNN (k-nearest neighbours): K-Nearest Neighbors (KNN) stands out as the 
most straightforward and user-friendly classifier when compared to other 
classification methods. This classifier operates by determining the class of a 
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data point based on the nearest distances to other data points in the training 
set. When both the training and testing data are fed into the classifier, it 
computes the distance to each class. The characteristics derived from the 
initial feature extraction step serve as inputs to the KNN algorithm for the 
purpose of classification. 
 

 Random Forest: Random forest is a machine learning technique employed 
for image classification. It operates as an ensemble model, leveraging 
outcomes from other models to generate its own predictions. It's observed that 
ensemble models often outperform standalone models, as evidenced by 
various instances. 

 
VI.  RESULT 
 
1. Proposed Adaptive Median Filter: An adaptive median filter was developed using 

Python 3 on a Windows OS platform to address noise issues. The efficiency of the filter 
was assessed using PSNR (peak signal to noise ratio) values, where higher PSNR values 
indicate better noise reduction. 

 
The provided images demonstrate the outcomes of employing the adaptive median 

filter on an X-ray chest image with varying levels of noise, ranging from 10% to 50%. 
Figure 5 presents the sequence: the original chest X-ray, the same image with minimal 
noise (10% noise level), and the outcome following the application of the adaptive 
median filter on the noisy image. This result closely resembles the original image. 

 
Similarly, Figure 6 depicts the original chest X-ray, a noisy counterpart with 20% 

noise, and the denoised image resulting from the filter application. This pattern is 
maintained in Figures 7, 8, and 9, each illustrating the steps of applying the filtering 
technique. Notably, the noise being addressed in the noisy images is salt and pepper 
noise. 

   
(i) (ii) (iii) 

 
Figure 5: Column (i) displays the initial chest X-ray image. In column (ii), the image is 
presented with 10% noise added, and in column (iii), the image is showcased after 
applying the adaptive median filter for the purpose of denoising. 
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(i) (ii) (iii) 
   

Figure 6:  Column (i) displays the initial chest X-ray image. In column (ii), the image is 
presented with 20% noise added. Column (iii) demonstrates the application of the 
adaptive median filter for denoising the image. 

 

   
(i) (ii) (iii) 

 
Figure 7:  Column (i) displays the initial chest X-ray image. Column (ii) presents the 
same image but with a 30% noise addition. Column (iii) exhibits the image after applying 
the adaptive median filter for noise reduction. 

 

   
(i) (ii) (iii) 

 
Figure  8:  Column (i) displays the initial chest X-ray image. Column (ii) depicts the 
same image but with an additional 40% noise added. Column (iii) presents the denoised 
version of the noisy image achieved through the application of an adaptive median filter. 

   
(i) (ii) (iii) 

 
Figure 9:  Column (i) displays the initial chest X-ray image. In column (ii), the image is 
presented with 50% noise added to it. Column (iii) showcases the image after employing 
the adaptive median filter for the purpose of denoising. 

 
Noise densities in the images are varied from 10% to 50%, and their Mean Squared 

Error (MSE) and Peak Signal-to-Noise Ratio (PSNR) are computed. It's important to 
highlight that a higher PSNR and a lower MSE indicate the superiority of the filtering 
method. The outcomes are organized in tabular format in the Table 1 provided below. 
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Table 1: PSNR Values for medical image at different noise densities. 
 

Noise 
Percentage 

Adaptive Median Filter 
(PSNR) 

10% 33.6507 dB 

20% 32.7506 dB 
30% 32.3798 dB 
40% 31.9462 dB 

50% 31.7087 dB 

 
2. Support Vector Machine with Optimized Statistical Features:: In this study, we 

employed the Brain Storm Optimization algorithm to optimize three distinct datasets: 
Breast Cancer, Brain Tumor, and Liver Disorder. Our choice of the Brain Storm 
Optimization algorithm stemmed from its demonstrated effectiveness. To improve the 
accuracy of our classifiers, we adopted a pipelining approach with Support Vector 
Machines (SVM). Support Vector Machines offer various kernel options, including 
linear, polynomial, radial basis function (RBF), and sigmoid. For our analysis, we 
evaluated these four kernels by applying them to the three medical datasets. The results, 
as presented in Table 2, indicate that the radial basis function (RBF) kernel outperforms 
the others in terms of accuracy. 
 

Table 2: Detailed overview of the Kernels 
 

 
 
 
 
 
 
 
 
 

We implemented the suggested approach across several methods outlined in the 
literature review. Our proposed method demonstrated superior accuracy compared to 
other cutting-edge techniques. When applied to the Breast cancer dataset, the optimized 
SVM achieved a remarkable accuracy of 98%. Similarly, the Brain tumor dataset saw a 
significant improvement with an accuracy of 99%, while the liver dataset exhibited a 
notable 91% accuracy using the RBF kernel. Among the kernels explored in this study, 
the Polynomial kernel yielded the least accuracy, trailing behind the other three kernels. 
The outcomes of the experimentation are presented in Table 3, showcasing the results 
obtained from the state-of-the-art methods. 

 
Table 3:  Details about the Accuracy and the different methods 

 
Breast Cancer Brain Tumour Liver Disorder 

Method Accuray Method Accuray Method Accuray 
ABCFS + SVM 95% ABCFS + SVM 96.5% ABCFS + SVM 80% 

 Kernel Based 

Dataset RBF Linear Poly Sigmoi
d 

Breast Cancer 98% 96% 90% 95% 

Brain Tumour 99% 98% 96% 97% 

Liver Disorder 91% 88% 85% 87% 
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BSO + SVM 96% BSO + SVM 97.5% BSO + SVM 81.31% 
MBSO + SVM 98% MBSO + SVM 99% MBSO + SVM 86% 

 
3. Proposed CNN Model: The researchers introduced a model designed for classifying 

brain tumors based on Brain MRI images, with the aim of predicting whether a tumor is 
benign or malignant. The model they proposed demonstrated a high accuracy of 98.5% 
after undergoing 50 epochs of training. To assess the model's effectiveness, they 
calculated various parameters such as accuracy, precision, recall, F-score, sensitivity, and 
specificity, as outlined in equations (14) to (19). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்ା்ே

்ା்ேାிାிே
× 100    (14) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்

்ାி
× 100      (15) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்

்ାிே
× 100      (16) 

 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ×
ோ×௦

ோା௦
 × 100       (17) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
்

்ାிே
 × 100      (18) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
்ே

்ேାி
× 100      (19) 

 
Following the experiment, we obtained the numerical values for these parameters, as 
detailed in TABLE 4. 
 

Table 4.: Evaluating Parameters 
 

Precision 99.51% 
Recall 99% 
F-score 98.56% 
Sensitivity 97.62% 
Specificity 99.51% 
Accuracy 98.55% 

 
The graph in Figure 10 illustrates the accuracy of the proposed model across 

epochs, with the X-axis depicting accuracy and the Y-axis depicting the number of epochs. 
 

 
    

Figure 10:  Graph depicting Accuracy during Training and Testing 
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The results of the suggested model are depicted in Figure 11. 
 

  
 

  
 

Figure 11:  Resulting image output along with its predicted label. 
 

The effectiveness of the suggested model's performance is also demonstrated 
through the utilization of the confusion matrix, illustrated in Figure 12. 

 
 

 
Figure  12:  confusion matrix for the model we have introduced 

 
The data presented in Figure 12 showcase the precision of the model in its 

classification task. This is evident from its remarkable high values for true positives (TP) 
and true negatives (TN). On the other hand, the instances of false positives (FP) and false 
negatives (FN) are quite rare, which highlights how well the model's strategy is 
performing. 
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As demonstrated in the provided TABLE 5, our novel CNN model has exhibited 

remarkable accuracy when contrasted with contemporary methods discussed in the 
literature review. Our proposed model has achieved an impressive accuracy rate of 
98.5%. This outcome underscores the evident superiority of our CNN model over 
alternative CNN models in terms of performance evaluation. 

 
Table 5: Contrast the suggested approach with alternative methods. 

 

Model Accuracy 

DCNN+WCA 97.23% 
DCNN+ Back 
Propagation 

95.43% 

FCM + CNN 91% 
FCNN 98.3% 
3 Layered CNN 96.08% 
CNN Model 97.87% 
CNN method 97.5% 
Proposed Modified 
CNN 

98.5% 

 
4. Proposed machine learning techniques with ABCD features:: Our proposed technique 

aims to differentiate between benign and malignant images using input data. To enhance 
the accuracy of our results, we apply several pre-processing steps to the input image. 

 
The gray-scale picture is subjected to a median filtering technique to eliminate 

undesired noise from the image. The result of this filtering process is depicted in Figure 
13. 

 
 

Figure 13:  Applied median filter 
 

Unwanted hair present in input images was effectively eliminated using Fiber 
Metric Filtering. The outcomes of this approach can be observed in Figure 14. 
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    (a)     (b) 
 

Figure14: (a) The image in its original state, (b) The image with the hair removed 
 

Segmentation using the Otsu method is performed on the pre-processed image as a crucial 
step in the process of detecting skin cancer. The Otsu method is utilized to process the image, 
and the resulting output is displayed in Figure 15. 

 

 
  (a)    (b)    (c) 
 

Figure 15 (a) The initial picture, (b) The image with thresholding applied, (c) The image 
where segmentation is restricted by a mask. 

 
The extracted features from the segmented image are obtained using the ABCD 

rule, as illustrated in Figure 17. A closer look at the extracted features is provided in 
Figure 18. In this figure, the various colors within the cancerous image are displayed. It is 
evident from Figure 18 that the red color indicates the presence of cancerous regions. 

 

 
 (a)     (b)    (c) 
 
Figure 17:  (a) The initial picture, (b) Graphical representation displaying the unevenness of 

the tumor edge, (c) Outline of the cancerous region. 
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Figure 18: 

 
 

The final stage involves classifying the extracted featu
learning algorithms to identify whether the part is benign or malignant. The authors 
utilized Support Vector Machine (SVM), k
Forest (RF) for this classification task. Among these classifiers, S
highest performance with an accuracy of 94.01%. In contrast, KNN achieved an accuracy 
of 91.2%, while RF yielded an accuracy of 90.9%. The specific numerical results from 
this classification step can be found in TABLE 6.

 
Table 6:  Performance outcomes of various c

Classifier

SVM

KNN

Random Forest

 
The accuracy achieved from the experiment is supported by the confusion 

matrices depicted in Figures 19, 20, and 21.
 

 
Figure 19:  Confusion matrix of Support Vector Machines (SVMs).
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The final stage involves classifying the extracted features using various machine 
learning algorithms to identify whether the part is benign or malignant. The authors 
utilized Support Vector Machine (SVM), k-Nearest Neighbors (KNN), and Random 
Forest (RF) for this classification task. Among these classifiers, S
highest performance with an accuracy of 94.01%. In contrast, KNN achieved an accuracy 
of 91.2%, while RF yielded an accuracy of 90.9%. The specific numerical results from 
this classification step can be found in TABLE 6. 

Performance outcomes of various classifiers in terms of accuracy
 

Classifier Accuracy 

SVM 93.51% 

KNN 91% 

Random Forest 90.67% 

The accuracy achieved from the experiment is supported by the confusion 
matrices depicted in Figures 19, 20, and 21. 

 

Confusion matrix of Support Vector Machines (SVMs).
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Histogram for each individual color channel 

res using various machine 
learning algorithms to identify whether the part is benign or malignant. The authors 

Nearest Neighbors (KNN), and Random 
Forest (RF) for this classification task. Among these classifiers, SVM exhibited the 
highest performance with an accuracy of 94.01%. In contrast, KNN achieved an accuracy 
of 91.2%, while RF yielded an accuracy of 90.9%. The specific numerical results from 

lassifiers in terms of accuracy 

The accuracy achieved from the experiment is supported by the confusion 

Confusion matrix of Support Vector Machines (SVMs). 



Copyright © 2024 Authors                                                                     

Figure 20:  Confusion matrix of K
 

Figure 21:  Confusion matrix pertaining to Random Forest.

VII. CONCLUSIONS 
 

Medical imaging refers to acquiring images from a living 
reasons, like disease detection and analysis. Cancer
and are ultimately categorized using different machine and deep learning algorithms. Among 
these, Convolutional Neural Networks (CNN
accuracy of 98.5%. On the other hand, machine learning algorithms involve preprocessing, 
segmentation, and feature extraction steps before classification. Within these classifiers, 
Support Vector Machine (S
optimized features. 
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