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Abstract 

 
Machine learning and deep learning are 

two distinct subfields within the domain of 
artificial intelligence that have found extensive 
applications across diverse disciplines, 
including but not limited to computer vision, 
natural language processing, speech 
recognition, and robotics. Nevertheless, the 
conventional approaches to machine learning 
and deep learning frequently encounter 
difficulties when confronted with the vast data 
produced by Internet of Things (IoT) devices, 
including sensors, cameras, smartphones, and 
wearables. Hence, an increasing demand arises 
for the creation of novel methodologies and 
frameworks capable of harnessing the 
capabilities of machine learning and deep 
learning in order to facilitate intelligent and 
efficient IoT applications. This paper presents a 
comprehensive examination of the present 
state-of-the-art and forthcoming developments 
in machine learning and deep learning as 
applied to IoT applications. In this paper, we 
commence by presenting a comprehensive 
overview of the fundamental concepts and 
principles underlying machine learning and 
deep learning. Subsequently, we proceed to 
examine a selection of notable applications of 
these methodologies within the context of IoT 
scenarios, encompassing domains such as 
smart home, smart city, smart health, and smart 
industry. The primary challenges and 
outstanding concerns that require attention in 
this burgeoning industry are also deliberated 
upon, including but not limited to data quality, 
security, privacy, scalability, and 
interoperability. In conclusion, this study 
emphasises potential avenues and prospects for 
further investigation and advancement in the 
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I. INTRODUCTION  
 

The Internet of Things (IoT) can be described as a worldwide network architecture 
consisting of interconnected devices that utilize communication, sensory, information 
processing technologies, and networking. Wireless Sensor Networks (WSN) and these 
technologies have a multitude of advantages in comparison to traditional networking 
methods. Some of the important factors include reliability, precision, cost-effectiveness, 
adaptability, and ease of implementation contribute to the extensive use of these technologies 
across varied applications.  

 
According to many studies, it is projected that the quantity of interconnected devices 

would reach a staggering 50 billion by the year 2020 [1]. The proliferation of connected 
devices is expected to improve network coverage; but, it will also lead to an expansion in the 
volume of collected data and an increase in processing complexity at the centralized base 
station. The integration of Wireless Sensor Networks (WSN) with IoT exhibits numerous 
benefits, such as self-organization, adaptability, expedited implementation, and enhanced 
computational capabilities. However, the adoption of IoT technology presents numerous 
problems, as highlighted in previous studies [2, 3]. These challenges encompass various 
aspects such as hardware design, application design, communication protocols, scalability, 
heterogeneity, network coverage, energy conservation, communication link failures, 
decentralized management, quality of service (QoS), as well as security and privacy 
concerns. WSNs and IoT technologies are required to tackle these issues in order to 
effectively implement the wide range of anticipated applications and fulfill their respective 
demands. Hence, it is imperative to develop novel methodologies and approaches to 
surmount these obstacles. 

 
Artificial Intelligence (AI) is a contemporary scientific field that involves the 

exploration of patterns and the generation of predictions through the utilization of statistical 
methods, data mining techniques, pattern recognition algorithms, and predictive analytics [4]. 
Machine Learning (ML), a discipline closely associated with the study of Artificial 
Intelligence, encompasses the iterative process of constructing, evaluating, and deploying 
algorithms with the aim of establishing a methodical framework. Machine learning leverages 
the vast amount of data known as Big Data to enable machines to effectively address 
complex challenges. This provides an occasion to examine and emphasize the associations 
that exist between two or more provided circumstances, and to forecast their diverse 
ramifications [4]. The intriguing feature of machine learning is in its iterative nature, whereby 
models possess the ability to freely adjust when they are exposed to novel data. The 
acquisition of knowledge from past calculations enables individuals to generate reliable and 
consistent decisions and outcomes [5]. ML endeavors to address challenges in the realms of 
WSN and IoT by enabling the acquisition of knowledge from experience and constructing 
models based on an algorithmic core. 
 
II. MACHINE LEARNING METHODS 

 
1. Linear Regression: Linear regression [6-8] is a statistical technique employed to 

demonstrate a correlation between two variables. This method is employed to forecast the 
numerical value of a particular variable by considering the numerical value of another 
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variable. Simple linear regression involves the consideration of two variables, namely the 
independent variable and the dependent variable. The independent variable is the variable 
utilized for the purpose of forecasting the value of the dependent variable. The dependent 
variable refers to the variable that is being predicted or influenced by other variables in a 
research study. Linear regression is a widely utilized statistical technique that finds 
application in various domains, including finance, economics, biology, and 

 

 
Figure 1:  Linear regression

 
2. Logistic Regression: Logistic regression [9, 10] is a statistical technique commonly 

employed for the purpose of binary classification jobs. This method is employed 
estimate the likelihood of an instance being a member of a specific class or not. This 
statistical procedure examines the correlation between a group of independent factors and 
a dependent binary variable.

   
      The idea of the threshold value is emp

probability of either 0 or 1. The sigmoid function is employed to transform the anticipated 
values into probabilities. The function under consideration is capable of mapping any real 
number to a value that fall
constrained to provide output values within the range of 0 to 1, hence exhibiting a 
sigmoidal curve resembling the shape of the letter "S".

 
3. Support Vector Machines (SVM)

widely recognized as useful supervised learning models that are commonly employed for 
both binary and multi-class classification tasks [34, 35, 37]. Support Vector Machines 
(SVM) utilize a mapping technique to represent the input 
dimensional space. Subsequently, a 
effectively segregate the data points into two distinct groups. The SVM algorithm aims to 
partition the labeled dataset into two distinct groups usi
context, is represented as a line. The objective is to maximize the separation width 
between the two groups.  

       Support vectors refer to the data points that are in close proximity to the 
hyperplane, denoted  in Fig. 
Vapnik in 1963, and subsequently, the support vector machine (SVM) method was 
introduced in 1992 [14]. 
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linear regression involves the consideration of two variables, namely the 
independent variable and the dependent variable. The independent variable is the variable 
utilized for the purpose of forecasting the value of the dependent variable. The dependent 
ariable refers to the variable that is being predicted or influenced by other variables in a 

research study. Linear regression is a widely utilized statistical technique that finds 
application in various domains, including finance, economics, biology, and 

Linear regression         Figure 2:  Support Vector Machine

Logistic regression [9, 10] is a statistical technique commonly 
employed for the purpose of binary classification jobs. This method is employed 
estimate the likelihood of an instance being a member of a specific class or not. This 
statistical procedure examines the correlation between a group of independent factors and 
a dependent binary variable. 

The idea of the threshold value is employed in logistic regression to determine the 
probability of either 0 or 1. The sigmoid function is employed to transform the anticipated 
values into probabilities. The function under consideration is capable of mapping any real 
number to a value that falls within the interval of 0 and 1. The logistic regression model is 
constrained to provide output values within the range of 0 to 1, hence exhibiting a 
sigmoidal curve resembling the shape of the letter "S". 

Support Vector Machines (SVM): Support Vector Machines (SVMs) [11
widely recognized as useful supervised learning models that are commonly employed for 

class classification tasks [34, 35, 37]. Support Vector Machines 
(SVM) utilize a mapping technique to represent the input data as points in a 'n' 
dimensional space. Subsequently, a ′𝒏 − 𝟏′ dimensional hyperplane is constructed to 
effectively segregate the data points into two distinct groups. The SVM algorithm aims to 
partition the labeled dataset into two distinct groups using a hyperplane, which, in this 
context, is represented as a line. The objective is to maximize the separation width 

 
 

Support vectors refer to the data points that are in close proximity to the 
hyperplane, denoted  in Fig. 2. The concept of maximum margin was initially put forth by 
Vapnik in 1963, and subsequently, the support vector machine (SVM) method was 

Futuristic Trends in Artificial Intelligence 
ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

                             Page | 21 

linear regression involves the consideration of two variables, namely the 
independent variable and the dependent variable. The independent variable is the variable 
utilized for the purpose of forecasting the value of the dependent variable. The dependent 
ariable refers to the variable that is being predicted or influenced by other variables in a 

research study. Linear regression is a widely utilized statistical technique that finds 
application in various domains, including finance, economics, biology, and engineering. 

 

Support Vector Machine 

Logistic regression [9, 10] is a statistical technique commonly 
employed for the purpose of binary classification jobs. This method is employed to 
estimate the likelihood of an instance being a member of a specific class or not. This 
statistical procedure examines the correlation between a group of independent factors and 
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4. Naïve Bayes: The Naïve Bayes algorithm [15] is a probabilistic form of machine learning 
that is utilized for classification-related applications. It is based on Bayes' theorem with 
the idea that predictors can be considered independent of one another. A Naïve Bayes 
classifier, to put it in more layman's terms, works under the assumption that the existence 
of one particular characteristic in a class is unrelated to the presence of any other feature. 
In many different areas, such as text classification, spam filtering, and sentiment analysis, 
the Naïve Bayes algorithm is utilized as it can manage a high number of features and is 
computationally efficient while only requiring a small amount of input data. 

 
5. k-Nearest Neighbors: The k-Nearest Neighbors (kNN) algorithm [16] is a machine 

learning technique that can be applied to classification and regression problems. It is a 
non-parametric algorithm that is used to classify data based on the resemblance of the 
input data to the training data. This similarity is what determines how well the algorithm 
performs. 

 
In the kNN method, a test example's classification is predicted based on the k-training 

instances in the feature space that are most similar to it. Cross-validation is typically used 
to determine an appropriate value for k. 

 
6. Decision Trees (DTs): Decision tree-based approaches primarily classify samples by 

organizing them based on their feature values. In a tree structure, each vertex, also known 
as a node, represents a distinct feature. Conversely, each edge, referred to as a branch, 
signifies a specific value that the corresponding vertex can possess within a given sample, 
which is subject to classification. The samples are categorized according to their feature 
values, commencing at the origin vertex. The vertex of the tree that is considered the 
origin, which is responsible for optimally splitting the training samples, has been 
identified as the feature [17]. Various methods are employed to determine the most 
suitable characteristic for dividing the training samples effectively. These methods 
include information gain [18] and the Gini index [19]. 

 
7. Random Forest (RF): Random Forests (RFs) are a type of supervised learning 

algorithms. In an RF setting, several DTs are created and merged together to obtain a 
highly accurate and resilient prediction model, leading to enhanced overall outcomes [20, 
21]. Hence, an RF is comprised of several trees that are generated in a random manner 
and taught to make collective decisions in classifying data. The class with the highest 
number of votes is chosen as the ultimate classification result [20]. Although the RF 
classifier primarily relies on DTs for its construction, it is important to note that these 
classification techniques exhibit significant differences. Initially, DTs typically generate a 
set of rules during the training process, wherein the training set is provided as input to the 
network. These rules are then employed to classify a novel input. DTs are used by RF to 
create subsets of rules that are then used for classification. As a result, the results from 
these subsets are averaged to produce the output of the classification process. The 
resistance of RF to overfitting is one of its notable benefits. Additionally, only a few input 
parameters are required when using RF, which eliminates the need for feature selection. 
However, in some real-time applications where a sizable training dataset is required, the 
use of RF may prove impractical. This is because it is necessary to create multiple DTs in 
order to implement RF. 
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8. Ensemble Learning (EL): Ensemble learning [22-24] is a robust machine learning 
paradigm that entails the training of numerous models, referred to as "base learners," and 
the amalgamation of their predictions to generate a conclusive output. Ensemble learning 
operates on the fundamental idea that a collective of weak learners can amalgamate to 
create a robust learner, thereby augmenting the precision of the model. 

 
      Ensemble learning methods encompass a variety of sorts, such as Bagging, 

Boosting, and Stacking. Bagging is a technique that aids in the reduction of a model's 
variance. Boosting, on the other hand, is employed to mitigate bias. Lastly, Stacking is a 
method that enhances prediction accuracy by leveraging the collective capabilities of 
diverse models. 

 
       Ensemble approaches are widely recognised for their capacity to offer enhanced 

flexibility and increase the performance of models, particularly in relation to stability and 
prediction accuracy. They are extensively utilised in several domains, encompassing 
healthcare, e-commerce, and banking. Nevertheless, these tasks can impose a significant 
computational burden and necessitate meticulous optimisation. Notwithstanding these 
issues, ensemble learning continues to be widely utilised in the repertoire of data 
scientists owing to its efficacy in generating resilient and precise predictions. 

 
III.  DEEP LEARNING METHODS  
 

Deep Learning (DL) [25-26] is a subfield within the domain of machine learning that 
leverages neural networks characterised by numerous layers, hence earning the designation 
"deep." These neural networks aim to replicate the functioning of the human brain, albeit they 
fall significantly short of emulating its capabilities, to acquire knowledge from extensive 
datasets. Although a neural network with a single layer is capable of producing 
approximation predictions, the inclusion of supplementary hidden layers can significantly 
enhance the accuracy of the model. 

 
DL plays a pivotal role in advancing various AI applications and services, leading to 

enhanced automation capabilities that enable the execution of activities without the need for 
human intervention. AI is widely employed in various sectors, including but not limited to the 
automotive industry for self-driving vehicles, the consumer electronics industry for voice-
activated television remotes, and the financial sector for credit card fraud detection. 

 
One of the primary benefits of DL is its capacity to effectively handle substantial 

quantities of data. The predictive accuracy of a deep learning model is enhanced when it 
gains access to a larger volume of data. Nevertheless, the efficient operation of this system 
necessitates a significant allocation of processing power and resources. 

 
Despite encountering various obstacles, DL is currently positioned as a leading force 

in the progression of artificial intelligence capabilities, propelling us towards a future in 
which robots possess the ability to acquire knowledge and autonomously make judgments. 
Some of the popular DL methods are introduced in the following subsections. 
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1. Multilayer Perceptrons (MLPs): MLPs [27] are a subtype of feedforward artificial 
neural networks (ANNs). MLPs are the most fundamental type of deep neural network, 
which consists of a series of completely connected layers. Today, MLP machine learning 
techniques can be utilised to circumvent the high computing power requirement of 
contemporary deep learning architectures. Each successive layer is composed of a set of 
nonlinear functions that are the weighted sum of all outputs (entirely connected) from the 
previous layer. 

 
2. Convolutional Neural Networks (CNNs): CNN [28] is a deep neural networks that are 

utilised most frequently in computer vision applications. With the aid of CNN and a 
collection of images or videos from the real world, the AI system learns to automatically 
extract the features of these inputs in order to complete a specific task, such as image 
classification, face authentication, and image semantic segmentation. In contrast to the 
completely connected layers of MLPs, CNN models use one or multiple convolution 
layers to extract simple features from the input using convolution operations. Each layer 
is comprised of a set of nonlinear functions of weighted sums at various coordinates of 
spatially adjacent subsets of outputs from the previous layer, allowing the weights to be 
reused.  

 
CNN uses a variety of convolutional filters, and CNN machine learning models 

can capture the high-level representation of input data, making CNN techniques widely 
used in computer vision tasks like image classification (e.g., AlexNet, VGG network, 
ResNet, MobileNet) and object detection (e.g., Fast R-CNN, Mask R-CNN, YOLO, 
SSD).  

 
 The AlexNet network: AlexNet [29], the first CNN neural network to win the 

ImageNet Challenge in 2012, consists of five convolution layers and three completely 
connected layers for image classification. AlexNet thus requires 61 million weights 
and 724 million MACs (multiply-add computation) to classify the 227x227 pixel 
image.  

 
 VGG-16: VGG-16 [30] is trained to a deeper structure of 16 layers consisting of 13 

convolution layers and three fully connected layers, requiring 138 million weights and 
15.5G MACs to classify an image of size 224x224 in order to attain higher accuracy.  

 
 The GoogleNet: GoogleNet [31] introduces an inception module comprised of filters 

of varying sizes to increase accuracy while reducing the computation of DNN 
inference. GoogleNet obtains a higher level of accuracy than VGG-16 despite 
requiring only seven million weights and 1.43G MACs to process an image of the 
same size.  

 
 The ResNet: ResNet [32], the state-of-the-art system, employs a "shortcut" structure 

to achieve human-level accuracy with a top-5 error rate of less than 5%. In addition, 
the "shortcut" module is used to address the gradient vanishing problem during 
training, allowing a DNN model with a deeper structure to be trained. 
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 MobileNet MobileNet [33] is a category of computationally efficient DL models 
specifically developed for the purpose of mobile and embedded vision applications. 
Depth-wise separable convolutions are employed in order to construct deep neural 
networks that are lightweight in nature. The proposed architectural design effectively 
mitigates the parameter count in comparison to alternative network structures, hence 
yielding a deep neural network that is characterised by its lightweight nature. 
 

The MobileNet architecture has two straightforward global hyper-parameters 
that effectively balance the trade-off between computational delay and model 
accuracy. The utilisation of hyper-parameters enables the model developer to select an 
appropriately sized model for their specific application, taking into consideration the 
limitations imposed by the task at hand. 
 

MobileNets have demonstrated robust performance in comparison to other 
widely-used models in the context of ImageNet categorization. Furthermore, these 
models have exhibited efficacy in several domains and scenarios, encompassing item 
identification, precise categorization, facial features analysis, and extensive 
geographical localisation. MobileNets are often regarded as very effective deep 
learning models for deployment on mobile devices because to their compact size and 
minimal latency. 

 
3. Recurrent Neural Networks (RNNs): The recurrent neural network (RNN) [34] is a 

type of artificial neural network that employs sequential data input and have been devised 
as a solution to tackle the challenge of sequential input data in time-series problems. The 
input of a RNN is comprised of the current input as well as the preceding samples. Hence, 
the interconnections among the nodes give rise to a directed graph that follows a time 
sequence. Additionally, it should be noted that every individual neuron inside a RNN 
possesses an internal memory component that retains the information obtained from 
previous samples during the computing process. The concept of a RNN refers to a type of 
artificial neural network that is designed to process sequential data by utilising feedback 
connections. Unlike traditional feedforward neural networks, RNNs include internal 
memory, allowing them to retain information about previous inputs and utilise it in the 
processing of subsequent inputs. This characteristic of RNN models are extensively 
employed in the field of Natural Language Processing (NLP) owing to their ability to 
effectively handle data with variable input lengths. RNN consists of many layers, where 
each following layer is comprised of a set of nonlinear functions that operate on weighted 
sums of outputs and the prior state. The fundamental component of a RNN is referred to 
as a "cell". Each cell is composed of layers and a sequence of cells, facilitating the 
sequential processing of RNN models. 

 
4. Long Short-Term Memory (LSTM) Networks: The Long Short-Term Memory 

(LSTM) [35] is a recurrent neural network (RNN) architecture specifically developed to 
effectively capture temporal sequences and their extensive relationships, surpassing the 
capabilities of traditional RNNs. Long Short-Term Memory (LSTM) networks 
demonstrate a high degree of suitability for the tasks of categorising, processing, and 
predicting time series data, particularly when confronted with time lags of indeterminate 
duration. In contrast to conventional feedforward neural networks, Long Short-Term 
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Memory (LSTM) networks possess feedback connections, rendering them capable of 
functioning as a "universal computer" capable of executing computations equivalent to 
those of a Turing machine. 

 
Long Short-Term Memory (LSTM) networks exhibit a sequential arrangement, 

wherein the recurrent module possesses a distinct structural composition. Instead of 
employing a singular neural network layer, the system has four distinct layers that interact 
in a unique and intricate manner. The fundamental aspect of Long Short-Term Memory 
(LSTM) networks is in the cell state, which is represented by a horizontal line traversing 
the top of the picture. The cellular state can be analogously compared to a conveyor belt. 
The phenomenon exhibits a predominantly linear progression throughout the whole chain, 
with occasional slight interactions. 

 
The efficacy of Long Short-Term Memory (LSTM) models in acquiring 

knowledge from extended sequences renders them valuable in real-world scenarios, 
including but not limited to speech recognition, music composition, and text production 
endeavours. Although LSTMs have demonstrated their efficacy, training them effectively 
can pose difficulties owing to their intricate nature and resource demands. 

 
5. Gated Recurrent Unit (GRU) Networks: Gated Recurrent Units (GRUs) [36] have 

emerged as a notable variation of RNNs for their notable efficacy in processing sequential 
input. The proposed networks were introduced as a more efficient alternative to Long 
Short-Term Memory (LSTM) networks, as they possess a reduced computational 
complexity owing to a smaller number of parameters. 

 
In contrast to the LSTM, the GRU does not necessitate the inclusion of a memory 

unit for regulating the transmission of information. The process reveals the entirety of 
concealed information without any form of restriction, thereby streamlining its 
framework and rendering it more adaptable to alterations. 

 
GRUs are equipped with two distinct gates, namely an update gate and a reset 

gate. The update gate is responsible for determining the degree to which the prior state 
should be preserved, while the reset gate specifies the amount of the previous state that 
should be disregarded. The utilisation of this gating mechanism serves to address the 
challenges associated with the occurrence of vanishing or exploding gradients, which are 
frequently observed in conventional RNNs. 

 
Although GRUs are relatively simple, they have shown comparable performance 

to LSTMs in a wide range of tasks. As a result, these models are often favoured for tasks 
that require the analysis and processing of sequential data, such as natural language 
processing, speech recognition, and time series prediction. 

 
6. Autoencoders (AE) : Autoencoders [37] are a distinct category of feedforward neural 

networks in which the input and output are identical. The input is compressed into a code 
with lower dimensions, and afterwards, the output is reconstructed based on this 
representation. The code refers to a condensed form of the input, commonly known as the 
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latent-space representation, which serves as a summary or compression of the original 
data. 

 
The autoencoder is comprised of three fundamental components: an encoder, a 

code, and a decoder. The process of encoding involves compressing the given input data 
to generate a corresponding code, whereas the subsequent process of decoding entails 
reconstructing the original input data only based on this code. 

 
In order to construct an autoencoder, three essential components are required: an 

encoding technique, a decoding technique, and a loss function, which quantifies the 
disparity between the initial input and the reconstructed output. 

 
Autoencoders are a type of machine learning models that fall under the category 

of unsupervised learning. The primary application of these methods is to reconstruct 
inputs that are affected by noise and to reduce the dimensionality of data for the purpose 
of visualisation. By imposing suitable dimensionality and sparsity constraints, 
autoencoders have the capability to acquire data projections that exhibit greater 
complexity and novelty compared to conventional techniques such as Principal 
Component Analysis (PCA). 

 
7. Generative and Adversarial Networks (GAN): Generative Adversarial Networks 

(GANs) [38]  refer to a category of artificial intelligence algorithms employed in the 
domain of unsupervised machine learning. These algorithms operate through a framework 
consisting of two neural networks engaged in a competitive interaction, forming a zero-
sum game. Ian Goodfellow and a team of researchers from the University of Montreal, 
which included Yoshua Bengio, introduced the idea in 2014. 

 
There are two networks at play in this scenario: the "Generator" network, which 

aims to produce data, and the "Discriminator" network, which assesses the authenticity of 
the data by determining whether it originates from the real dataset or was generated by 
the Generator. The performance of the Generator is enhanced through the utilisation of 
feedback received from the Discriminator. 

 
GANs have been employed in several applications to generate samples of 

photorealistic images. These applications include synthesising images of fashion 
products, generating realistic human faces, and making "paintings" that bear resemblance 
to renowned works of art. 

 
Despite their considerable potential, GANs are widely recognised as challenging 

to train, with model collapse frequently posing a significant issue. Nevertheless, their 
contributions to the domain of artificial intelligence image synthesis have been 
substantial. 

 
8. Hybrid Deep Learning Networks: Hybrid Deep Learning models [39-42] represent a 

sophisticated iteration of artificial intelligence models, wherein various neural networks 
are integrated to harness their respective capabilities and yield enhanced outcomes. These 
models incorporate a range of deep learning architectures, including Convolutional 
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Neural Networks (CNNs), Recurrent Neural Networks (RNNs), Long Short-Term 
Memory (LSTM), Gated Recurrent Units (GRUs), and other similar structures. 

 
One of the key benefits of hybrid models is in their capacity to effectively manage 

heterogeneous data types and execute intricate operations with enhanced efficiency. An 
example of a hybrid model that combines Convolutional Neural Networks (CNNs) and 
Recurrent Neural Networks (RNNs) demonstrates the capability to efficiently analyse and 
generate predictions from data that possesses both spatial and temporal dimensions. 

 
Hybrid models exhibit significant utility in fields such as healthcare, wherein data 

exhibits heterogeneity, encompassing diverse forms such as patient records, medical 
imaging, and time-series data derived from monitoring equipment. Hybrid models have 
the ability to grasp intricate patterns in data by efficiently integrating various neural 
network topologies, hence resulting in enhanced predictive accuracy. 

 
Although hybrid models have the potential to achieve high performance, they can 

impose a significant computational burden and necessitate the utilisation of advanced 
training methodologies. Nevertheless, the relentless progress in processing capacity and 
deep learning algorithms persists in pushing the limits of AI capabilities. 

 
IV.  IOT ARCHITECTURE 
 

The concept of the IoT refers to the interconnectedness of various objects, systems, 
and services that possess the capability to gather, analyse, and share data across networks. 
The IoT finds utility in several sectors, including but not limited to smart homes, industrial 
automation, healthcare, and environmental monitoring. Nevertheless, the IoT presents various 
issues in relation to security, privacy, scalability, and interoperability. Hence, comprehending 
the structure and functioning of the IoT holds significant importance. 

 
The three-layer architecture shown in Fig.3 is a widely employed and fundamental 

concept within the realm of IoT architecture. This model encompasses three distinct layers: 
the sensor layer, the network layer, and the application layer. Each layer inside the IoT 
system possesses distinct functions and roles. 

 
The sensing layer, situated at the base of the IoT architecture, assumes the crucial role 

of gathering data from the tangible surroundings. This layer comprises of sensors and 
actuators capable of measuring various characteristics, including but not limited to 
temperature, humidity, light, sound, and motion. Typically, these devices are integrated 
within various objects or affixed to them, enabling intercommunication either amongst 
themselves or with the network layer via wired or wireless protocols. 

 
The network layer occupies a central position within the IoT architecture, facilitating 

the establishment of connectivity and enabling communication among the many devices 
comprising the IoT system. This layer encompasses a range of technologies and protocols 
that facilitate the exchange of data via networks, including but not limited to WiFi, Bluetooth, 
Zigbee, and cellular networks. The network layer may encompass gateways and routers, 
which serve as middlemen between devices and the internet or other networks. The network 
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layer has the capability to offer security functionalities, like encryption and authentication, in 
order to safeguard data from unauthorised access or alteration.

 

 
The application layer, situated at the topmost level of the IoT architecture, assumes 

the crucial role of facilitating user interfaces and functions that empower people to interact 
with and manage IoT devices. This layer encompasses a diverse
applications and platforms that are specifically engineered to engage with the foundational 
IoT infrastructure. Their primary function is to deliver a multitude of services, including but 
not limited to data analysis, visualisation, deci
layer may also encompass the utilisation of cloud computing or edge computing technologies 
for the purpose of storing, processing, and managing substantial volumes of data generated 
by IoT devices. 

 
The three-tier architecture of the IoT is a straightforward and versatile framework that 

may be implemented across various contexts and fields. Nevertheless, it is plausible that this 
approach may not adequately tackle the myriad intricacies and obstacles inherent in 
Hence, several models of IoT architecture have been proposed, incorporating additional 
layers or stages to enhance usefulness and adaptability. For instance, certain architectures 
incorporate an intermediary layer positioned between the network la
layer, with the purpose of delivering data processing, administration, integration, and 
abstraction functionalities. Certain models incorporate an additional layer known as the edge 
layer, which is positioned between the sensing lay
layer facilitates localised processing and storage at the network's edge.
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layer has the capability to offer security functionalities, like encryption and authentication, in 
order to safeguard data from unauthorised access or alteration. 

 
Figure 3:  IoT Architecture 

The application layer, situated at the topmost level of the IoT architecture, assumes 
the crucial role of facilitating user interfaces and functions that empower people to interact 
with and manage IoT devices. This layer encompasses a diverse range of software 
applications and platforms that are specifically engineered to engage with the foundational 
IoT infrastructure. Their primary function is to deliver a multitude of services, including but 
not limited to data analysis, visualisation, decision-making, and automation. The application 
layer may also encompass the utilisation of cloud computing or edge computing technologies 
for the purpose of storing, processing, and managing substantial volumes of data generated 

er architecture of the IoT is a straightforward and versatile framework that 
may be implemented across various contexts and fields. Nevertheless, it is plausible that this 
approach may not adequately tackle the myriad intricacies and obstacles inherent in 
Hence, several models of IoT architecture have been proposed, incorporating additional 
layers or stages to enhance usefulness and adaptability. For instance, certain architectures 
incorporate an intermediary layer positioned between the network layer and the application 
layer, with the purpose of delivering data processing, administration, integration, and 
abstraction functionalities. Certain models incorporate an additional layer known as the edge 
layer, which is positioned between the sensing layer and the network layer. This additional 
layer facilitates localised processing and storage at the network's edge. 
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layer has the capability to offer security functionalities, like encryption and authentication, in 

 

The application layer, situated at the topmost level of the IoT architecture, assumes 
the crucial role of facilitating user interfaces and functions that empower people to interact 

range of software 
applications and platforms that are specifically engineered to engage with the foundational 
IoT infrastructure. Their primary function is to deliver a multitude of services, including but 

making, and automation. The application 
layer may also encompass the utilisation of cloud computing or edge computing technologies 
for the purpose of storing, processing, and managing substantial volumes of data generated 

er architecture of the IoT is a straightforward and versatile framework that 
may be implemented across various contexts and fields. Nevertheless, it is plausible that this 
approach may not adequately tackle the myriad intricacies and obstacles inherent in the IoT. 
Hence, several models of IoT architecture have been proposed, incorporating additional 
layers or stages to enhance usefulness and adaptability. For instance, certain architectures 

yer and the application 
layer, with the purpose of delivering data processing, administration, integration, and 
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Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 30 

V. APPLICATION DOMAINS 
 

1. Smart Agriculture: Deep learning algorithms are currently being employed in the field 
of smart agriculture to effectively monitor and observe a range of interconnected 
characteristics, enabling remote access and analysis from any location throughout the 
globe. Recent surveys have focused mostly on examining the advantages of deep learning 
within various agricultural applications.  

 
There has been a noticeable rise in researchers' inclination towards utilising the 

CNN method for the purpose of detecting and classifying plant diseases in various 
applications. Deep learning algorithms are currently being employed in the field of smart 
agriculture to effectively monitor and study a range of interconnected characteristics, 
enabling remote access and observation from any location throughout the globe. Recent 
surveys have focused mostly on examining the advantages of deep learning within 
various agricultural applications. This report provides an overview of the contributions of 
deep learning in various applications of smart agriculture. We conducted an analysis to 
determine the suitability of several deep learning models for different applications, as 
well as their relative efficiency and effectiveness. There is a growing interest among 
researchers in utilising the DL algorithms for the purpose of plant disease detection and 
classification applications. This approach has yielded significant and noteworthy 
outcomes. 

 
Disease fungi, germs, and bacteria feed on plants, reducing crop output. Not 

detected in time can result in considerable economic losses for farms. Pesticides that kill 
diseases and restore crop function cost farmers a lot. Excessive pesticide use degrades the 
ecosystem and impacts agricultural water and soil cycles [43]. Early diagnosis of plant 
diseases is crucial as they affect species growth. Many deep learning models (DL) have 
been used to categorise plant diseases. Deep learning has great promise for improving 
accuracy over time. New DL architectures and changes to current ones are proposed. 
Modern visualisation techniques are utilised to classify plant sickness symptoms using 
various methods [44]. 

 
The author [45] introduced a CNN model-based method for finding and 

classifying banana illnesses. It can help farmers diagnose diseases quickly, affordably, 
and efficiently. This method detects two banana illnesses, Sigatoka and speckle, using a 
deep neural network model and a snapshot of an infected leaf. The authors of [46] utilised 
AlexNet, a deep learning model, to accurately classify plant diseases using leaf images. A 
hybrid deep learning model [47] classifies sunflower diseases such as Alternaria leaf rot, 
Downy mildew, phoma rot, and verticillium wilt. The author developed a hybrid model of 
H.VGG-16 and MobileNet using stacking ensemble learning. The dataset was created 
using Google Photos, and their suggested model achieved an impressive 89.2% accuracy, 
surpassing other models. 

 
The research in [48] examined five deep learning models, including H. Vgg16, 

Vgg19, ResNet50, ResNet50V2, and ResNet101V2, using simulated data and rice field 
photos from Gujranwala, Pakistan. The ResNet50 model had a 75% accuracy on a 
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simulated dataset, while the ResNet101V2 model had an 86.799 accuracy on the actual 
dataset. 

 

 
Figure 4

 
The author of [49] created a mobile gadget that uses machine learning to automate 

plant leaf disease diagnostics. The system uses CNNs as the deep learning engine to 
classify 38 types of illnesses. The researchers collected 96,206 pictures of healthy and 
diseased plant leaves for CNN model training, validation, and testing. The Android app 
was designed for farmers to picture ill plant leaves. The illness category and 90% 
confidence were displayed. This strategy aims to help farmers maintain healthy crops an
reduce harmful fertiliser use. 

 
A transfer learning pre

detect agricultural diseases by immediately learning leaf attributes from input data. The 
study examined CNN topologies (ResNet, MobileNet,
learning methods. The results show that the suggested strategy beats previous methods in 
memory and precision. 

 
Another CNN method for detecting, classifying, and identifying plant diseases is 

provided in [51] where t
average of 96.3% for thirteen plant diseases. In addition, it can detect good and sick 
leaves from their surroundings. The author of [
recognising and classifying plant photo
evaluated maize crop growth using off

 
In [53], an SVM classifier is presented for autonomous plant disease identification 

using image analysis, achieving 94% accuracy. The experim
photos from 30 natural plant types.
plant detection and recognition systems to classify nine diseases into a single healthy 
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simulated dataset, while the ResNet101V2 model had an 86.799 accuracy on the actual 

ure 4: IoT Applications in Agriculture 

The author of [49] created a mobile gadget that uses machine learning to automate 
plant leaf disease diagnostics. The system uses CNNs as the deep learning engine to 
classify 38 types of illnesses. The researchers collected 96,206 pictures of healthy and 
iseased plant leaves for CNN model training, validation, and testing. The Android app 

was designed for farmers to picture ill plant leaves. The illness category and 90% 
confidence were displayed. This strategy aims to help farmers maintain healthy crops an
reduce harmful fertiliser use.  

A transfer learning pre-trained deep neural network model was utilised in [50] to 
detect agricultural diseases by immediately learning leaf attributes from input data. The 
study examined CNN topologies (ResNet, MobileNet, WideNet, and DenseNet) and deep 
learning methods. The results show that the suggested strategy beats previous methods in 

Another CNN method for detecting, classifying, and identifying plant diseases is 
where the system has achieved output accuracy of 91

average of 96.3% for thirteen plant diseases. In addition, it can detect good and sick 
leaves from their surroundings. The author of [52] obtained 99.58 % accuracy in 
recognising and classifying plant photos using a CNN model in agriculture. They 
evaluated maize crop growth using off-the-shelf ConvNet representations.

], an SVM classifier is presented for autonomous plant disease identification 
using image analysis, achieving 94% accuracy. The experiment used 500 plant leaf 
photos from 30 natural plant types. Other deep learning studies [54-64
plant detection and recognition systems to classify nine diseases into a single healthy 
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simulated dataset, while the ResNet101V2 model had an 86.799 accuracy on the actual 

 

The author of [49] created a mobile gadget that uses machine learning to automate 
plant leaf disease diagnostics. The system uses CNNs as the deep learning engine to 
classify 38 types of illnesses. The researchers collected 96,206 pictures of healthy and 
iseased plant leaves for CNN model training, validation, and testing. The Android app 

was designed for farmers to picture ill plant leaves. The illness category and 90% 
confidence were displayed. This strategy aims to help farmers maintain healthy crops and 

trained deep neural network model was utilised in [50] to 
detect agricultural diseases by immediately learning leaf attributes from input data. The 

WideNet, and DenseNet) and deep 
learning methods. The results show that the suggested strategy beats previous methods in 

Another CNN method for detecting, classifying, and identifying plant diseases is 
tem has achieved output accuracy of 91-98% and an 

average of 96.3% for thirteen plant diseases. In addition, it can detect good and sick 
] obtained 99.58 % accuracy in 

s using a CNN model in agriculture. They 
shelf ConvNet representations. 
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ent used 500 plant leaf 

64] created automatic 
plant detection and recognition systems to classify nine diseases into a single healthy 
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class. All experiments used the PlanVillage dataset for training and testing, achieving an 
accuracy of more than 91%. 

 
2. Smart Transportation: The importance of the IoT in improving traffic solutions for 

customers through its interconnected and intelligent gadgets exceeds current observations. 
Urban mobility is of paramount importance in the successful deployment of intelligent 
traffic and transport solutions, as it simultaneously enhances the availability of diverse 
services to individuals. Urban regions around the world are seeing substantial growth and 
expansion. Urban areas encounter a myriad of intricate issues, encompassing, though not 
restricted to, the predicaments of traffic congestion, escalated pollution levels, and 
significant economic consequences arising from traffic disruptions and vehicular 
incidents. The incorporation of machine learning within the framework of the IoT 
strategy offers a potentially advantageous pathway for creating value by means of 
analysing networked data. The aforementioned technique possesses the capacity to 
improve services and accelerate the process of innovation [65, 66]. 

 
Developed countries exhibit a notable level of complexity and efficient 

maintenance in their road infrastructure. On the other hand, road infrastructure in 
emerging countries is confronted with persistent maintenance difficulties. Roadway 
surface disruptions and obstacles (RSDOs) are commonly observed, resulting in mishaps, 
difficulties in driving, interruptions in travel, and delays in transportation. In the work 
conducted by Gónzalez and colleagues [67], acceleration sensor data was utilised to 
classify patterns related to speed bumps, potholes, metal humps, and uneven roadways. 
The categorization challenge was successfully completed by employing logistic 
regression and artificial neural network machine learning methods. A other research 
project [68], investigates the identical issue through the utilisation of a hybrid 
methodology that integrates supervised and unsupervised machine learning approaches. 
This strategy incorporates the use of data collected via the Street Bump smartphone 
application. The surveillance of vehicular movement plays a pivotal role in the effective 
administration of traffic congestion. The achievement of this objective is facilitated 
through the process of identifying traffic patterns by analysing the movements of cars. 
This is achieved by applying a comprehensive categorization method, as outlined in 
reference [69], and utilising regression analysis techniques, as explained in reference [70]. 
Machine learning has been applied in various domains, one of which is the development 
and deployment of intelligent traffic light control systems. The achievement of this has 
been facilitated by the application of Q-learning [71], in conjunction with artificial neural 
networks (ANNs) and reinforcement learning [72]. 

 
Autonomous vehicles (AVs) possess the capacity to profoundly alter the 

landscape of the transportation industry and depend heavily on ML algorithms, which 
gradually evolve towards attaining AI capabilities for autonomous driving. Machine 
learning algorithms are utilised to monitor and distinguish the motions and locations of 
both mobile and stationary items. The approach proposed by Alam et al. [73] entails the 
amalgamation of deep learning and decision fusion techniques to achieve object 
recognition in driving environments. Tesla and Google, two important businesses in the 
technology industry, utilise ANN and DL methodologies in their AVs to accurately detect 
and comprehend objects inside the driving environment. 
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3. Smart healthcare: In the past few years, there has been a notable increase in the 

utilisation of IoT devices within the domain of health-related applications. The 
significance of the IoT system in the healthcare sector is progressively gaining 
recognition [74]. The healthcare business effectively use IoT devices to conscientiously 
observe and record patient situations. Furthermore, these gadgets possess the capacity to 
communicate notifications to the appropriate healthcare system in critical circumstances, 
so enabling expeditious and punctual medical intervention for patients. According to a 
study, almost 60% of the healthcare industry has adopted the integration of Internet of 
Medical Things (IoMT) devices. The global internet of medical things (IoMT) market is 
projected to grow from $30.79 billion in 2021 to $187.60 billion in 2028 at a CAGR of 
29.5% [75]. 

 
The IoMT is widely acknowledged for its significant contribution to the 

transformation of the healthcare business. It enables the transition from fragmented 
healthcare systems to integrated and coordinated healthcare practises. In 2015, almost 
30.3% of the total 4.5 billion IoT devices were categorised as IoMT devices. According 
to projections, it is anticipated that the quantity of IoMT devices would witness a 
substantial growth, reaching an estimated range of 20-30 billion by the year 2020. 

 
In comparison to alternative applications, it is of utmost importance to prioritise the 

safeguarding of IoT in healthcare systems, while concurrently facilitating adaptable 
accessibility to equipment, with the ultimate objective of efficiently preserving lives 
during critical circumstances [76]. To provide an example, consider an individual who 
possesses a medical device implanted within their body that operates on the principles of 
the IoT. This person has met a significant situation where they unexpectedly require 
hospitalisation instead of merely engaging in routine visits. In this particular situation, it 
is of utmost importance that the staff members at the newly established healthcare facility 
possess the ability to promptly access the implanted medical devices that function on the 
IoT framework. Therefore, it is conceivable that a complex security requirement may not 
be considered satisfactory, therefore requiring a security strategy that meticulously 
evaluates and harmonises both security measures and the facilitation of adaptable access 
during emergency situations. 

 
Furthermore, the utilisation of IoT sensors is widely prevalent in the monitoring of 

diverse health-related activities on a daily basis. A smartphone is frequently employed for 
the aim of monitoring health-related activities, encompassing several aspects such as 
daily physical activity, including step count, distance travelled by walking, jogging, and 
cycling, as well as sleep analysis. The IoT offers considerable potential for strengthening 
healthcare systems and a wide range of applications [77]. The advancement of traditional 
medical devices towards interactive environment medical devices can be augmented by 
using an IoT framework. The integration of implanted, wearable, and environmental 
sensors in a cooperative manner within the IoT framework enables the realisation of this 
objective. The primary objective of this integration is to efficiently oversee the well-being 
of users and offer immediate health assistance in real-time [74]. However, the matter of 
guaranteeing the security of IoT systems remains highly significant [79, 80], requiring 
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further investigation to successfully and securely incorporate IoT devices into the 
healthcare industry. 

 
 

Figure 5
 
4. Smart Homes: The concept of IoT

framework that facilitates the complete automation of household devices and home 
appliances by utilising internet connectivity.
SHs yields a notable result in terms of improving user comfort and safety. However, there 
is a decrease in the extent of direct interaction between the user and the surrounding 
environment. The MavHome project, referred to as Managing an Intelligent Versatile 
residential, employs a fusion of multiagent systems and probabilistic ML
develop a rational agent that maximises inhabitant comfort while minimising operational 
expenses within a residential setting [

 
A more advanced context

facilitate service selection. Furthermore, it utilises a reinforcement learning technique that 
falls under the category of temporal differential to offer adaptive context awareness. This 
is crucial due to the fact that user pref
course of time. Some notable advantage 
that does not require a preexisting model
automated manner, making use of

 
Humans who are social in nature possess the cognitive ability to make rational and 

well-thought-out decisions pertaining to the integration of technology. The achievement 
of this goal is helped by monitoring
usage of individuals dwelling in the specified area. This study presents the LeZi 
prediction method, which is an active strategy that use the Markov chain, as described in 
reference [82]. The objective of 
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further investigation to successfully and securely incorporate IoT devices into the 

 
ure 5:  IoT Implementation in Healthcare 

The concept of IoT-enabled smart homes (SHs) refers to a technical 
framework that facilitates the complete automation of household devices and home 
appliances by utilising internet connectivity. The integration of context awareness into 

notable result in terms of improving user comfort and safety. However, there 
is a decrease in the extent of direct interaction between the user and the surrounding 
environment. The MavHome project, referred to as Managing an Intelligent Versatile 

al, employs a fusion of multiagent systems and probabilistic ML
develop a rational agent that maximises inhabitant comfort while minimising operational 
expenses within a residential setting [80]. 

A more advanced context-aware model integrates a back-propagation ANN to 
facilitate service selection. Furthermore, it utilises a reinforcement learning technique that 
falls under the category of temporal differential to offer adaptive context awareness. This 
is crucial due to the fact that user preferences are susceptible to alteration throughout the 

notable advantage can be added by using a context
does not require a preexisting model [81]. The modelling process is executed in an 

automated manner, making use of the input provided by the user on the service.

Humans who are social in nature possess the cognitive ability to make rational and 
out decisions pertaining to the integration of technology. The achievement 

of this goal is helped by monitoring and anticipating the mobility patterns and device 
usage of individuals dwelling in the specified area. This study presents the LeZi 
prediction method, which is an active strategy that use the Markov chain, as described in 

]. The objective of this algorithm is to understand and analyse patterns of 
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future events. The automation of smart homes (SHs) has prompted significant attention 
towards human activity recognition (HAR) as a key research field. Some studies have 
examined the application of deep learning algorithms in predicting human behaviour 
through activity recognition [83]. 

 
Previous studies have conducted comparative analyses to evaluate the 

effectiveness of different machine learning algorithms in the context of HAR utilising 
data obtained from IoT sensors. Fahad et al. conducted a comparison research to evaluate 
the accuracy of five machine learning algorithms (MLAs) in effectively detecting smart 
home behaviours. In the domain of human activity recognition (HAR), the support vector 
machine (SVM) and evidence-theoretic kNN algorithms have exhibited higher levels of 
accuracy when compared to the probabilistic ANN, kNN, and NB approaches [84]. In 
contrast, the study conducted by Alam et al. [74] involved a comparative comparison of 
eight machine learning algorithms, revealing that deep learning has greater performance 
in terms of prediction accuracy. Taiwo et al. [85] conducted a study whereby they 
introduced a deep-learning model that specifically targets motion categorization by 
analysing patterns of movement. The main aim of this model is to optimise electricity 
efficiency in residential environments. However, it is important to note that the utilisation 
of deep learning methods incurs a significant computational burden. Furthermore, a study 
conducted by researchers [86] has demonstrated that the C5.0 algorithm demonstrates a 
performance level that is closely comparable to that of the DL approach. 

 
The notion of HAR can be delineated into two discrete elements. There are two 

primary factors that need consideration: the clustering of activity patterns and the 
decision-making process associated with activity kinds. Nevertheless, it is important to 
acknowledge that a multitude of literary sources often focus on a certain facet, resulting 
in a decrease in overall efficacy. In order to tackle this issue, a sophisticated user 
behaviour classification is conducted utilising an unsupervised machine learning 
algorithm known as K-pattern along with ANNs have been utilised for the purpose of 
training and predicting user actions [87]. The use of K-pattern ML exhibits improved 
accuracy in managing substantial volumes of IoT data, specifically with temporal 
complexity and flexibility of cluster sets. The utilisation of HAR technology offers 
advanced control and automation functionalities to intelligent residential buildings like 
the implementation of on/off mechanisms for lights, fans, and home appliances can lead 
to improved power optimisation, emergency health problems can be identified, and 
alerting others can help mitigate the risk of fatalities. 
 

VI.  ISSUES 
 
The employment of data sources plays a pivotal role in determining the effectiveness 

of deep learning approaches. The utilisation of DL in the context of IoT poses a significant 
problem owing to the constrained accessibility of extensive datasets. To improve the 
precision of deep learning models, it is crucial to obtain a larger quantity of data. An 
additional problem that arises in the context of IoT applications pertains to the creation of 
raw data that conforms to the suitable format for input into DL models. The improvement of 
accuracy in the produced discoveries often requires the preparation of data for many deep 
learning techniques. In the realm of IoT applications, the preprocessing stage gets 
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increasingly complex as the system deals with data that originates from several sources. 
These sources may have different formats, distributions, and cases where data is missing. The 
utilisation of data collection systems is a pivotal domain of investigation. 

 
The number and strategic placement of sensors have a substantial influence on the 

quality of the data gathered. To ensure the efficacy of the model design, it is important to 
construct a comprehensive data acquisition module that encompasses the entirety of the IoT 
system. The model ought to demonstrate enhanced reliability, cost-efficiency, and credibility. 

 
The main challenge within the domain of IoT revolves around security, owing to the 

vast accumulation of data from multiple origins. The preservation of data privacy and 
confidentiality poses a substantial obstacle in various applications of the IoT. The primary 
reason for this phenomenon can be attributed to the widespread dissemination of large 
quantities of IoT data for worldwide accessibility. Anonymization techniques are frequently 
utilised in diverse applications. However, it is crucial to acknowledge that these methods are 
vulnerable to exploitation and subsequent re-identification of the anonymized data. Deep 
learning models have the capacity to acquire information regarding the intrinsic 
characteristics of raw data, hence allowing them to leverage imperfect data streams for their 
benefit. In this particular circumstance, it is crucial to utilise precise approaches for the 
purpose of recognising and rectifying irregular or erroneous data when updating deep 
learning models. 

 
The task of developing deep learning (DL) models poses a substantial challenge for 

designers of IoT systems, as they must address the need to effectively deploy DNNs on 
devices that have limited resources. It is projected that the expected expansion of data sets 
and the incorporation of novel algorithms into IoT solutions based on deep learning would 
likely result in an increase in this phenomenon. DL also has various limitations. Another 
constraint lies in the fact that deep learning models predominantly prioritise classification 
tasks, but certain IoT applications necessitate regression analysis as their fundamental 
component. The integration of regression skills into DNNs has been a focus of study for a 
select group of scientists.  
 

The efficacy of digital monitoring for off-road vehicles is impeded by the utilisation 
of sophisticated and expensive IoT sensor technology. The substantial reliance on cloud/fog 
computing, network connectivity, and specialised knowledge presents a notable obstacle in 
remote off-network regions. The solution that has not yet been brought to market involves the 
usage of edge devices, such as smartphones, which possess computing capability. The 
authors put out a computational intelligence approach that integrates many techniques to 
create an artificial intelligence system with the ability to monitor and diagnose the condition 
of off-road vehicles. The technology is specifically developed for deployment on edge 
devices and employs cost-effective microphones as sensory components.  

 
DL is a highly effective methodology for handling large volumes of data within the 

framework of the IoT, hence requiring the utilisation of sophisticated hardware resources. 
The challenge of designing a deep learning model for an embedded device with restricted 
resources remains a prominent issue. There exists a potential for network failure and data 
disclosure during the various stages of data collection, transmission, and analysis on the 
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servers. There is an increasing inclination towards the implementation of a cloud-based 
educational framework that incorporates important devices and cloud technology. Cloud-
based devices utilise edge computing to cut latency and optimise security and safeguarding 
protocols. In the domain of electronics, it is advisable to utilise intelligent approaches in order 
to ensure the preservation of data. In addition, the use of cloud computing can enable the 
smooth exchange of information related to state-of-the-art developments, along with the 
refinement of high-quality computational models. 
 
VII.  FUTURE TRENDS 

 
1. Agriculture: Agriculture is a multifaceted field that has inherent complexities due to the 

unique climatic circumstances, natural characteristics, and distinct traits that vary across 
different regions. Hence, there exists a pressing necessity for technological advancements 
that can effectively differentiate the aspects of significance and conduct thorough analysis 
of the accumulated data. Exploring this phenomenon necessitates a substantial volume of 
data, given the need to account for real-time fluctuations. Hence, deep learning emerges 
as a pivotal technology capable of executing these tasks through the use of suitable 
algorithms like CNN and RNN. 

 
When an algorithm is provided with field data, encompassing climate parameters, 

soil types, weather patterns, and other relevant aspects, it constructs a probabilistic model 
prior to executing any decision-making process. 

 
The timely and precise diagnosis of illnesses is crucial for effectively monitoring 

and mitigating any food or financial losses. By analysing a collection of photos depicting 
diseased plants over a period of ten years, this system is capable of accurately identifying 
the specific type and level of severity of the disease. The aforementioned principle also 
holds true for the progression of atmospheric conditions. One primary benefit of 
employing a deep learning model is its ability to autonomously generate the desired 
feature without explicit guidance or provision from external sources. Unsupervised 
learning enhances our ability to effectively navigate and adapt to the dynamic and 
uncertain nature of real-time environments. The importance of the IoT is increasingly 
recognised due to its expanding significance. A substantial portion of the data produced 
by both humans and machines is characterised by its lack of structure and classification. 
Deep learning has been found to exhibit superior performance compared to older 
methods, including ANN, SVM, RFs, and others. The efficiency of automatic feature 
extraction using deep learning models is aimed to surpass that of conventional feature 
extraction methods in future. 
 

2. Healthcare: Several emerging trends in the field of smart healthcare, which are propelled 
by advancements in machine learning and deep learning, include: 

 
 Medical image analysis: Medical image analysis involves the utilisation of machine 

learning and deep learning techniques to examine many types of medical images, 
including X-rays, CT scans, MRI scans, ultrasound images, and histopathological 
images. These advanced computational methods aid in the identification, diagnosis, 
and monitoring of a wide range of diseases, encompassing cancer, cardiovascular 
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diseases, neurological disorders, and the ongoing COVID-19 pandemic. Machine 
learning and deep learning techniques have the potential to generate synthetic medical 
images, which can be utilised for data augmentation, simulation, and visualisation 
objectives. 
 

 Electronic Health Records: The utilisation of machine learning and deep learning 
techniques in the mining of electronic health records (EHRs) enables the extraction of 
significant insights. EHRs encompass a comprehensive range of information 
pertaining to patients, including their demographics, medical history, diagnoses, 
prescriptions, lab tests, vital signs, and outcomes. Machine learning and deep learning 
techniques have the potential to facilitate the identification of patterns, trends, 
anomalies, and connections within Electronic Health Records (EHRs). This capability 
can be leveraged to enhance clinical decision-making processes, anticipate risks, 
model illness progression, optimise treatment strategies, and improve overall 
healthcare quality. 
 

 Wearable devices and sensors: Machine learning and deep learning techniques can 
be employed to effectively handle and analyse the data acquired by wearable devices 
and sensors, including but not limited to smartwatches, fitness trackers, blood 
pressure monitors, glucose metres, and oximeters. Machine learning and deep 
learning have the potential to offer users real-time feedback, alerts, recommendations, 
and interventions by leveraging information about their health state, activity level, 
behaviour patterns, and preferences. Machine learning and deep learning have the 
potential to facilitate remote monitoring and telemedicine for patients requiring 
continuous care or residing in remote regions. 
 

 Drug Discovery and Development: The utilisation of machine learning and deep 
learning techniques has the potential to expedite the drug discovery and development 
process, hence mitigating the associated financial burdens, time constraints, and 
intricate nature of this endeavour. The utilisation of machine learning and deep 
learning methodologies has the potential to contribute significantly to the 
development of innovative molecules with specific features and functions. 
Additionally, these techniques can be employed to forecast the effectiveness and 
potential harmful effects of prospective pharmaceuticals, enhance the process of 
medication synthesis and formulation, and streamline the progression of clinical trials 
and regulatory approval for pharmaceutical products. 
 

 Healthcare Chatbots: The utilisation of machine learning and deep learning 
techniques can facilitate the development of conversational agents capable of 
engaging in natural language interactions with users. Healthcare chatbots have the 
potential to offer a range of services including the provision of information, guidance, 
support, diagnosis, treatment ideas, appointment scheduling, prescription reminders, 
and emotional counselling to individuals seeking health-related information or 
assistance. Healthcare chatbots can additionally facilitate the collection of user data 
for research or feedback objectives. 
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3. Smart Transportation: Machine learning and deep learning have emerged as very 
promising technologies for the prospective advancement of intelligent transportation 
systems. These technologies have the capability to facilitate a range of applications, 
including autonomous driving, traffic management, mobility as a service, and vehicle-to-
everything connectivity.  

 
Multimodal data fusion has emerged as a prominent concept in the field of 

machine learning and deep learning for intelligent transportation systems. This entails the 
integration of many data sources, including photos, videos, lidar, radar, GPS, and maps, 
in order to construct a full depiction of the surrounding environment and the prevailing 
traffic conditions. This has the potential to improve the perception and decision-making 
abilities of autonomous cars and traffic controllers. An instance of a recent study 
introduced a multimodal deep learning framework that aims to integrate optical and lidar 
data for the purpose of detecting and tracking vehicles and pedestrians in intricate urban 
environments. 

 
Another emerging phenomenon in the field of smart transportation is the 

advancement of reinforcement learning and imitation learning techniques. Reinforcement 
learning is a machine learning paradigm characterised by its ability to acquire knowledge 
through iterative interactions with an environment, wherein the learning agent receives 
rewards or penalties based on its actions. Imitation learning is a machine learning 
paradigm that acquires knowledge by leveraging expert demonstrations or human 
feedback. These methodologies can be employed to enhance the performance and 
operational strategies of self-driving vehicles and traffic controllers. A recent study 
introduced a reinforcement learning algorithm that has the capability to acquire efficient 
and safe driving skills in mixed traffic situations involving human drivers. 

 
One emerging trajectory in the field of machine learning and deep learning for 

intelligent transportation is the convergence of edge computing and cloud computing. 
Edge computing refers to a form of distributed computing wherein data processing is 
carried out in close proximity to the data sources, at the periphery of the network. Cloud 
computing refers to a form of computing that involves the centralization of data 
processing on distant computers via the internet. These two paradigms have the potential 
to mutually enhance each other and offer scalable, dependable, and secure solutions for 
smart transportation. One illustration of the potential benefits of edge computing is its 
ability to facilitate low-latency and real-time applications, such as autonomous driving 
and vehicle-to-vehicle communication. On the other hand, cloud computing possesses the 
capability to support high-performance and large-scale applications, such as traffic 
analysis and prediction. 

 
VIII. CONCLUSION 
 

Machine learning and deep learning are very influential methodologies that have the 
capacity to facilitate a wide range of applications inside the realm of the IoT. IoT devices 
produce substantial volumes of data that can be leveraged for the purpose of training and 
enhancing machine learning and deep learning models. These models have the capability to 
offer valuable insights, accurate forecasts, informed suggestions, and efficient automation for 
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IoT systems. Several emerging tendencies can be observed in this particular field that are 
explained in the following paragraphs.  

 
Edge computing is a paradigm that involves the localised processing of data at the 

point of origin, such as sensors, cameras, or smartphones, as opposed to transmitting it to a 
remote cloud infrastructure. Edge computing has the potential to mitigate latency, bandwidth 
constraints, and privacy concerns associated with IoT applications. Edge devices have the 
capability to deploy and execute machine learning and deep learning models. This is made 
possible by the utilisation of frameworks like TensorFlow Lite or PyTorch Mobile. 
 

Federated learning is an innovative method of distributed learning wherein numerous 
edge devices can collectively train a common model for machine learning or deep learning 
purposes, all while avoiding the need to exchange their raw data. Federated learning is a 
methodology that allows for the preservation of data privacy and security, while 
simultaneously harnessing the collective intelligence of a network. Federated learning has the 
potential to facilitate personalised and adaptive learning inside IoT applications, including but 
not limited to smart home systems and healthcare services. 

 
Transfer learning is a methodology employed in machine learning or deep learning, 

wherein a model that has been trained on a certain domain or task is modified to suit a 
different domain or task, while requiring minimal or no new training data. Transfer learning 
has the potential to mitigate the temporal and financial burdens associated with the 
development and implementation of IoT applications, since it enables the utilisation of pre-
existing models and knowledge. Transfer learning has the potential to facilitate cross-domain 
and cross-modal learning in the context of IoT applications, including tasks like picture 
recognition and natural language processing. 

 
Reinforcement learning is a machine learning paradigm wherein an autonomous agent 

is capable of acquiring knowledge through its own actions and subsequent feedback, without 
the need for explicit supervision or labelled data. Reinforcement learning has the potential to 
facilitate autonomous and adaptive IoT applications, including but not limited to smart grid 
systems and self-driving vehicles. Reinforcement learning has the potential to facilitate multi-
agent coordination and collaboration in IoT applications, including swarm robotics and smart 
city systems. 
 

In summary, the utilisation of machine learning and deep learning techniques is 
imperative in augmenting the functionalities and efficacy of IoT applications. The 
forthcoming developments in this domain encompass edge computing, federated learning, 
transfer learning, and reinforcement learning, which have the potential to effectively tackle 
the obstacles and capitalise on the opportunities presented by IoT systems. 
 
REFERENCE 
 
[1] D. Evans, The internet of things: How the next evolution of the internet is changing everything. 2011.  

URL:    https://www.cisco.com/c/dam/en_us/about/ac79/docs/innov/IoT_IBSG_0411FINAL.pdf  
(Last Accessed on 15/08/2023) 

[2] W.K.G. Seah, Z.A. Eu, H. P. Tan, Wireless sensor networks powered by ambient energy harvesting 



Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 41 

(WSN-HEAP)-Survey and challenges, Wireless Communication, Vehicular Technology, Information 
Theory and Aerospace & Electronic Systems Technology, 2009. Wireless VITAE 2009. 1st 
International Conference on. IEEE, 2009. 

[3] G.A. Akpakwu, et al., A survey on 5 G networks for the internet of things: communication 
technologies and challenges, IEEE Access 6 (2018) 3619–3647 . 

[4] R S Michalski, J G Carbonell, T M Mitchell (Eds.), Machine Learning: An Artificial Intelligence 
Approach, Springer Science & Business Media, 2013. 

[5] T.O. Ayodele, Machine learning overview, New Adv. Mach. Learn. InTech (2010)  

[6] F. Galton, Natural Inheritance, Proc. Royal Society of London, 1889. 

[7] F. Galton, Anthropological Miscellanea: "Regression towards mediocrity in hereditary stature,", The 
Journal of the Anthropological Institute of Great Britain and Ireland, pp. 246–263, 1886. 

[8] F. Galton, "Co-relations and their measurement, chiefly from anthropometric data, Proc.s Royal Soc. 
of London, pp. 135-145, 1889. 

[9] J. M. Hilbe, Logistic regression models. Boca Raton: Chapman and Hall/CRC, 2016. 

[10] F. C. Pampel, Logistic regression: A primer. Thousand Oaks, CA: Sage Publications, 2000. 

[11] N. Cristianini et al., An introduction to support vector machines: And other kernel-based learning 
methods. Cambridge University Press, 2000. 

[12] I. Steinwart and A. Christmann, Support vector machines. New York: Springer-Verlag New York, 
2008. 

[13] C. J. C. Burges. “A Tutorial on Support Vector Machines for Pattern” Recognition. Knowledge 
Discovery and Data Mining, 2(2), 1998. 

[14] C. Cortes and V. Vapnik, "Support-vector networks," Machine Learning, vol. 20, no. 3, pp. 273–297, 
Sep. 1995. 

[15] W. Wu et al., "Bayesian Machine Learning: EEG/MEG signal processing measurements," in IEEE 
SPM, vol. 33, no. 1, pp. 14-36, Jan. 2016. 

[16] S. Thirumuruganathan, A detailed introduction to K-nearest neighbor (KNN) algorithm. Retrieved on 
July 21 (2010) (2015) 

[17] S. B. Kotsiantis, I. Zaharakis, and P. Pintelas, "Supervised machine learning: A review of 
classification techniques," Emerging artificial intelligence applications in computer engineering, vol. 
160, pp. 3-24, 2007. 

[18] J. R. Quinlan, "Induction of decision trees," Machine learning, vol. 1, no. 1, pp. 81-106, 1986. 

[19] W. Du and Z. Zhan, "Building decision tree classifier on private data," in Proceedings of the IEEE 
international conference on Privacy, security and data mining-Volume 14, pp. 1-8: Australian 
Computer Society, Inc., 2002.  

[20] L. Breiman, "Random forests," Machine learning, vol. 45, no. 1, pp. 5-32, 2001. 

[21] D. R. Cutler et al., "Random forests for classification in ecology," Ecology, vol. 88, no. 11, pp. 2783-
2792, 2007 

[22] D. Opitz, R. Maclin, "Popular ensemble methods: An empirical study". Journal of Artificial 
Intelligence Research. 11: 169–198. doi:10.1613/jair.614. (1999). 

[23] R. Polikar, "Ensemble based systems in decision making". IEEE Circuits and Systems Magazine. 6 
(3): 21–45. doi:10.1109/MCAS.2006.1688199. S2CID 18032543 (2006). 

[24] L. Rokach, “Ensemble-based classifiers". Artificial Intelligence Review. 33 (1–2): 1–39. 
doi:10.1007/s10462-009-9124-7. hdl:11323/1748. S2CID 11149239, (2010).  

[25] I. H. Sarker, “Deep Learning: A Comprehensive Overview on Techniques, Taxonomy, Applications 
and Research Directions”. SN COMPUT. SCI. 2, 420 (2021). https://doi.org/10.1007/s42979-021-
00815-1 

[26] Witold Pedrycz, & Shyi-Ming Chen,  “Deep Learning: Concepts and Architectures.”  Studies in 
Computational Intelligence (SCI, volume 866), 10.1007/978-3-030-31756-0. (2020). 



Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 42 

[27] Ethem Alpaydin, "Multilayer Perceptrons," in Introduction to Machine Learning , MIT Press, 2014, 
pp.267-316. 

[28] Z. Li, F. Liu, W. Yang, S. Peng and J. Zhou, "A Survey of Convolutional Neural Networks: Analysis, 
Applications, and Prospects," in IEEE Transactions on Neural Networks and Learning Systems, vol. 
33, no. 12, pp. 6999-7019, Dec. 2022, doi: 10.1109/TNNLS.2021.3084827. 

[29] Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep convolutional neural 
networks. In: Processing of Advances Neural Information Processing Systems, pp. 1097–1105 (2012) 

[30] Simonyan, K., & Zisserman, A. (2014). Very Deep Convolutional Networks for Large-Scale Image 
Recognition. ArXiv. /abs/1409.1556 

[31] Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., Vanhoucke, V., & 
Rabinovich, A. (2014). Going Deeper with Convolutions. ArXiv. /abs/1409.4842 

[32] He, K., Zhang, X., Ren, S., & Sun, J. (2015). Deep Residual Learning for Image Recognition. ArXiv. 
/abs/1512.03385 

[33] Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang, W., Weyand, T., Andreetto, M., & 
Adam, H. (2017). MobileNets: Efficient Convolutional Neural Networks for Mobile Vision 
Applications. ArXiv. /abs/1704.04861 

[34] Rumelhart, David E; Hinton, Geoffrey E, and Williams, Ronald J (Sept. 1985). Learning internal 
representations by error propagation. Tech. rep. ICS 8504. San Diego, California: Institute for 
Cognitive Science, University of California. 

[35] Hochreiter, Sepp & Schmidhuber, Jürgen. (1997). Long Short-term Memory. Neural computation. 9. 
1735-80. 10.1162/neco.1997.9.8.1735. 

[36] Chung, J., Gulcehre, C., Cho, K., & Bengio, Y. (2014). Empirical Evaluation of Gated Recurrent 
Neural Networks on Sequence Modeling. ArXiv. /abs/1412.3555 

[37] Michelucci, U. (2022). An Introduction to Autoencoders. ArXiv. /abs/2201.03898 

[38] Goodfellow, I. J., Mirza, M., Xu, B., Ozair, S., Courville, A., & Bengio, Y. (2014). Generative 
Adversarial Networks. ArXiv. /abs/1406.2661 

[39] Shaokang Cai, Dezhi Han, Xinming Yin, Dun Li & Chin-Chen Chang (2022) A Hybrid parallel deep 
learning model for efficient intrusion detection based on metric learning, Connection Science, 34:1, 
551-577, DOI: 10.1080/09540091.2021.2024509 

[40] Mourad Gridach, Hybrid deep neural networks for recommender systems, Neurocomputing, Volume 
413, 2020, Pages 23-30, ISSN 0925-2312, https://doi.org/10.1016/j.neucom.2020.06.025. 

[41] Meteb M. Altaf. A hybrid deep learning model for breast cancer diagnosis based on transfer learning 
and pulse-coupled neural networks[J]. Mathematical Biosciences and Engineering, 2021, 18(5): 
5029-5046. doi: 10.3934/mbe.2021256 shu 

[42] Talal S. Qaid, Hussein Mazaar, Mohammad Yahya H. Al-Shamri, Mohammed S. Alqahtani, Abeer 
A. Raweh, Wafaa Alakwaa, "Hybrid Deep-Learning and Machine-Learning Models for Predicting 
COVID-19", Computational Intelligence and Neuroscience, vol. 2021, Article ID 9996737, 11 pages, 
2021. https://doi.org/10.1155/2021/9996737 

[43] Sharma, A.; Jain, A.; Gupta, P.; Chowdary, V. Machine learning applications for precision 
agriculture: A comprehensive review. 
IEEE Access 2020, 9, 4843–4873. 

[44] Saleem, M.H.; Potgieter, J.; Arif, K.M. Plant disease detection and classification by deep learning. 
Plants 2019, 8, 468.  

[45] Jihen, A.; Bouaziz, B.; Algergawy, A. A Deep Learning-Based Approach for Banana Leaf Diseases 
Classification. In Datenbanksysteme für Business, Technologie und Web (BTW 2017)-
Workshopband; Gesellschaft für Informatik e.V.: Bonn, Germany, 2017. 

[46] Dipali, M.; Deepa, D. Automation and integration of growth monitoring in plants (with disease 
prediction) and crop prediction. Mater. Today Proc. 2021, 43, 3922–3927. 

[47] Sirohi, A. and Malik, A., "A Hybrid Model for the Classification of Sunflower Diseases Using Deep 
Learning," 2021 2nd International Conference on Intelligent Engineering and Management (ICIEM), 



Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 43 

London, United Kingdom, 2021, pp. 58-62, doi: 10.1109/ICIEM51511.2021.9445342. 

[48] Burhan, S.A.; Minhas, S.; Tariq, A.; Hassan, M.N. Comparative study of deep learning algorithms for 
disease and pest detection in rice crops. In Proceedings of the 2020 12th International Conference on 
Electronics, Computers and Artificial Intelligence (ECAI), Bucharest, Romania, 25–27 June 2020. 

[49] Ahmed, A.A.; Reddy, G.H. A mobile-based system for detecting plant leaf diseases using deep 
learning. AgriEngineering 2021, 3, 478–493.  

[50] Pallagani, V.; Khandelwal, V.; Chandra, B.; Udutalapally, V.; Das, D.; Mohanty, S.P. DCrop: A 
deep-learning-based framework for accurate prediction of diseases of crops in smart agriculture. In 
Proceedings of the 2019 IEEE International Symposium on Smart Electronic Systems (iSES) 
(Formerly iNiS), Rourkela, India, 16–18 December 2019. 

[51] Sladojevic, S.; Arsenovic, M.; Anderla, A.; Culibrk, D.; Stefanovic, D. Deep Neural Networks Based 
Recognition of Plant Diseases by Leaf Image Classification. Comput. Intell. Neurosci. 2016, 2016, 
3289801.  

[52] Abdullahi, H.S.; Sheriff, R.; Mahieddine, F. Convolution neural network in precision agriculture for 
plant image recognition and classification. In Proceedings of the 2017 Seventh International 
Conference on Innovative Computing Technology (INTECH), Luton, UK, 16–18 August 2017; pp. 
1–3. 

[53] Arivazhagan, S.; Shebiah, R.N.; Ananthi, S.; Varthini, S.V. Detection of unhealthy region of plant 
leaves and classification of plant leaf diseases using texture features. Agric. Eng. Int. CIGR J. 2013, 
15, 211–217. 

[54] Chowdhury, M.E.; Rahman, T.; Khandakar, A.; Ayari, M.A.; Khan, A.U.; Khan, M.S.; Al-Emadi, N.; 
Reaz, M.B.I.; Islam, M.T.; Ali, S.H.M. Automatic and reliable leaf disease detection using deep 
learning techniques. AgriEngineering 2021, 3, 294–312. 

[55] Khan, S.; Narvekar, M. Novel fusion of color balancing and superpixel based approach for detection 
of tomato plant diseases in natural complex environment. J. King Saud Univ. Comput. Inf. Sci. 2020. 

[56] Zhao, S.; Peng, Y.; Liu, J.; Wu, S. Tomato leaf disease diagnosis based on improved convolution 
neural network by attention module. Agriculture 2021, 11, 651. 

[57] Bhujel, A.; Kim, N.E.; Arulmozhi, E.; Basak, J.K.; Kim, H.T. A lightweight Attention-based 
convolutional neural networks for tomato leaf disease classification. Agriculture 2022, 12, 228. 

[58] Kumar, A.; Vani, M. Image based tomato leaf disease detection. In Proceedings of the 2019 10th 
International Conference on Computing, Communication and Networking Technologies (ICCCNT), 
Kanpur, India, 30 December 2019; pp. 1–6. 

[59] Kaur, P.; Harnal, S.; Tiwari, R.; Upadhyay, S.; Bhatia, S.; Mashat, A.; Alabdali, A.M. Recognition of 
Leaf Disease Using Hybrid Convolutional Neural Network by Applying Feature Reduction. Sensors 
2022, 22, 575. 

[60] Trivedi, N.K.; Gautam, V.; Anand, A.; Aljahdali, H.M.; Villar, S.G.; Anand, D.; Goyal, N.; Kadry, S. 
Early Detection and 
Classification of Tomato Leaf Disease Using High-Performance Deep Neural Network. Sensors 
2021, 21, 7987. 

[61] Agarwal, M.; Singh, A.; Arjaria, S.; Sinha, A.; Gupta, S. ToLeD: Tomato leaf disease detection using 
convolution neural network. Procedia Comput. Sci. 2020, 167, 293–301. 

[62] Hong, H.; Lin, J.; Huang, F. Tomato disease detection and classification by deep learning. In 
Proceedings of the 2020 International Conference on Big Data, Artificial Intelligence and Internet of 
Things Engineering (ICBAIE), Fuzhou, China, 12–14 June 2020; pp. 25–29. 

[63] Zhou, C.; Zhou, S.; Xing, J.; Song, J. Tomato leaf disease identification by restructured deep residual 
dense network. IEEE Access 2021, 9, 28822–28831. 

[64] Kibriya, H.; Abdullah, I.; Nasrullah, A. Plant Disease Identification and Classification Using 
Convolutional Neural Network and SVM. In Proceedings of the 2021 International Conference on 
Frontiers of Information Technology (FIT), Islamabad, Pakistan, 13–14 December 2021; pp. 264–
268. 



Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 44 

[65] Bazzan, A.L.C.; Klügl, F. Introduction to Intelligent Systems in Traffic And Transportation. In 
Synthesis Lectures on Artificial Intelligence and Machine Learning (SLAIML); Springer: 
Berlin/Heidelberg, Germany, 2013; Volume 7, pp. 1–137.  

[66] Zantalis, F.; Koulouras, G.; Karabetsos, S.; Kandris, D. A Review of Machine Learning and IoT in 
Smart Transportation. Future Internet 2019, 11, 94. 

[67] Gónzalez, L.C.; Martínez, F.; Carlos, M.R. Identifying Roadway Surface Disruptions Based on 
Accelerometer Patterns. IEEE Lat. Am. Trans. 2014, 12, 455–461. 

[68] Brisimi, T.S.; Cassandras, C.G.; Osgood, C.; Paschalidis, I.C.; Zhang, Y. Sensing and Classifying 
Roadway Obstacles in Smart Cities: The Street Bump System. IEEE Access Smart Cities 2016, 3536, 
1301–1312.  

[69] Darbari, M.; Yagyasen, D.; Tiwari, A. Intelligent Traffic Monitoring Using Internet of Things (IoT) 
with Semantic Web. Adv. Intell. Syst. Comput. 2015, 1, 455–462. 

[70] Liang, M.; Huang, X.; Chen, C.; Chen, X.; Tokuta, A. Counting and Classification of Highway 
Vehicles by Regression Analysis. IEEE Trans. Intell. Transp. Syst. 2015, 16, 2878–2888. 

[71] Araghi, S.; Khosravi, A.; Johnstone, M.; Creighton, D. Intelligent Traffic Light Control of Isolated 
Intersections Using Machine Learning Methods. In Proceedings of the 2013 IEEE International 
Conference on Systems, Man, and Cybernetics, Manchester, UK, 13–16 October 2013; pp. 3627–
3632 

[72] Mannion, P.; Duggan, J.; Howley, E. Parallel Reinforcement Learning for Traffic Signal Control. 
Procedia Comput. Sci. 2015, 52, 956–961. 

[73] Alam, F.; Mehmood, R.; Katib, I. D2TFRS: An Object Recognition Method for Autonomous 
Vehicles Based on RGB and Spatial Values of Pixels. In Proceedings of the Lecture Notes of the 
Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering, LNICST; 
Springer, Cham, Switzerland, 2018; Volume 224, pp. 155–168. 

[74] S. Amendola, R. Lodato, S. Manzari, C. Occhiuzzi, and G. Marrocco, "RFID technology for IoT-
based personal healthcare in smart spaces," IEEE Internet of things journal, vol. 1, no. 2, pp. 144-152, 
2014. 

[75] Internet of Medical Things [IoMT] Market Size and Growth, 2028 (fortunebusinessinsights.com) 
https://www.fortunebusinessinsights.com/industry-reports/internet-of-medical-things-iomt-market-
101844 (Accesssed on 22nd Aug 2023) 

[76] C. Camara, P. Peris-Lopez, and J. E. Tapiador, "Security and privacy issues in implantable medical 
devices: A comprehensive survey," Journal of biomedical informatics, vol. 55, pp. 272-289, 2015. 

[77] S. R. Islam, D. Kwak, M. H. Kabir, M. Hossain, and K.-S. Kwak, "The internet of things for health 
care: a comprehensive survey," IEEE Access, vol. 3, pp. 678-708, 2015. 

[78] W.-T. Sung and Y.-C. Chiang, "Improved particle swarm optimization algorithm for android medical 
care IOT using modified parameters," Journal of medical systems, vol. 36, no. 6, pp. 3755-3763, 
2012. 

[79] X. M. Zhang and N. Zhang, "An open, secure and flexible platform based on internet of things and 
cloud computing for ambient aiding living and telemedicine," in Computer and Management 
(CAMAN), 2011 International Conference on, 
2011, pp. 1-4: IEEE. 

[80] Cook, D.J.; Youngblood, M.; Das, S.K. A Multi-Agent Approach to Controlling a Smart 
Environment. Lect. Notes Comput. Sci. 
2006, 4008, 165–182. [CrossRef] 

[81] Kabir, M.H.; Hoque, M.R.; Seo, H.; Yang, S. Machine Learning Based Adaptive Context-Aware 
System for Smart Home Environment. Int. J. Smart Home 2015, 9, 55–62. 

[82] Dixit, A.; Naik, A. Use of Prediction Algorithms in Smart Homes. Int. J. Mach. Learn. Comput. 
2014, 4, 157–162. 

[83] Choi, S.; Kim, E.; Oh, S. Human Behavior Prediction for Smart Homes Using Deep Learning. In 
Proceedings of the 2013 RO-MAN, Gyeongju, Korea, 26–29 August 2013; IEEE: Manhattan, NY, 



Futuristic Trends in Artificial Intelligence 
e-ISBN: 978-93-6252-155-2 

IIP Series, Volume 3, Book 7, Part 1, Chapter 2 
A COMPREHENSIVE SURVEY ON MACHINE LEARNING AND DEEP LEARNING  

APPLICATIONS IN INTERNET-OF-THINGS: CURRENT  
DEVELOPMENTS AND FUTURE PROSPECTS 

 

Copyright © 2024 Authors                                                                                                                       Page | 45 

USA, 2013; p. 1. 

[84] Fahad, L.G.; Ali, A.; Rajarajan, M. Learning Models for Activity Recognition in Smart Homes. Lect. 
Notes Electr. Eng. 2015, 339, 819–826. 

[85] Taiwo, O.; Ezugwu, A.E.; Oyelade, O.N.; Almutairi, M.S. Enhanced Intelligent Smart Home Control 
and Security System Based on Deep Learning Model. Wirel. Commun. Mob. Comput. 2022, 2022, 
961 

[86] Alam, F.; Mehmood, R.; Katib, I.; Albeshri, A. Analysis of Eight Data Mining Algorithms for 
Smarter Internet of Things (IoT). In Proceedings of the International Workshop on Data Mining in 
IoT Systems (DaMIS 2016), London, UK, 19–22 September 2016;pp. 437–442 

[87] Thomas, S.; Bourobou, M.; Yoo, Y. User Activity Recognition in Smart Homes Using Pattern 
Clustering Applied to Temporal ANN Algorithm. Sensors 2015, 15, 11953–11971. 

 
 


