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Abstract 

 

Since machine learning-based text 

categorization has so many practical 

applications, such as spam detection, hate 

speech identification, review summarization, 

rating analysis, sentiment modelling, and 

topic modelling, it is one of the most actively 

researched fields. Many different datasets, 

training methods, performance metrics, and 

comparison methods are used in popular 

machine learning studies. This paper's 

systematic review followed the guidelines 

laid out in the Preferred Reporting Items for 

Systematic Reviews (PRISMA) statement. 

Datasets, ML models, best accuracy, 

performance evaluation metrics, MT model 

comparisons, MT model splitting techniques, 

and MT model comparisons are all explored 

and analysed in the literature. We also point 

out omissions and make recommendations 

for further research in the field. While the 

reviewed works do a good job at classifying 

texts, there is room for improvement. We 

want for this literature review to serve as a 

resource for scholars and professionals in the 

field of text categorization. 
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I. INTRODUCTION 

 

The explosion of digital textual data in recent years has given rise to novel insights 

and consequently new research fields. The stock market [1, 2]. Electronic news reports on the 

World Wide Web are already commonplace and have shown to be a vital data source 

[11].However, the amount of news is tremendous, and it is not clear how to use it effectively 

for niche studies. Because of this, a domain-specific news monitoring system necessitates a 

framework or architecture, as well as a classification method for automatically categorizing 

relevant internet material into separate subject categories [5]. Monitoring the news is a form 

of quality control that checks and double-checks every news item that gets created, used, and 

stored. These techniques include processes for evaluating news to ensure its security, 

reliability, and credibility. There will always be a requirement for an approach that can sift 

relevant data from a large collection of textual materials covering various topics. 

Unstructured or semi-structured text constitutes the vast bulk of digital data sets [12]. 

Therefore, organizing this textual data became necessary to make it relevant for decision 

making [13, 14].  

 

The sheer volume of information, however, makes manual processing unfeasible. This 

difficulty has driven advancements in text classification. It is the process of classifying texts 

into predetermined groups (called labels) based on their meaning and context. Most 

classification problems were previously done manually, which was time-consuming and 

costly at large scale. One way to look at classification is as the process of formulating 

guidelines for how to label materials based on their similarities. Some identifying information 

for a class is included in these rules. Although following handwritten rules is effective, it 

takes a lot of time and effort to create and update them over time. Rules can be framed by a 

technical expert in the form of regular expressions to improve the classifier's performance. 

There are a number of methods offered in the existing literature [15, 16] for automatically 

categorizing text texts using machine learning. With this method, the training data is used to 

discover automatically the rules or criteria for choosing a classifier. Numerous training 

records and knowledgeable labelers are needed for each category.  

 

The labelling procedure consists of categorizing each document. Labelling was far 

simpler than developing rules from scratch. In addition, there are several supervised and 

semi-supervised learning methods that can lessen the need for human labelers [17, 18]. 

Automatic labelling can be used to accomplish this. Rule-based methods, data-driven 

methods, and hybrid methods are the three main categories of automated text classification 

techniques. Rule-based methods organize texts according to predetermined rules. Apple, 

grapes, and oranges are just a few examples of fruits that might get the "fruit" designation. 

These methods are complicated to maintain and call for in-depth familiarity with the subject 

matter. In contrast, data-driven approaches can be trained to create accurate classifications 

from existing data. The natural relationships between text and their labels can be learned by a 

machine learning algorithm utilizing labelled examples as training data. It is more adaptable 

and can be used for a variety of purposes; it is also capable of uncovering previously unseen 

patterns in the data. Hybrid methods combine the predictive power of both rule-based and 

machine learning (data-driven) techniques. Models of machine learning have garnered a lot 

of attention in recent decades [19, 20].  
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Extraction of features from text documents is the initial stage in most traditional 

machine learning models, with the features then being supplied to a classifier for prediction 

in a second step. BOW (bag-of-words) and TFIDF (term frequency-inverse document 

frequency) are two common feature representation approaches. Nave Bayes, k-nearest 

neighbors, support vector machines, decision trees, random forests, etc. are all examples of 

popular classifiers. The subsequent sections provide in-depth discussions of these paradigms. 

To enhance language modelling for broader context, researchers have applied deep learning 

models to a wide range of NLP applications [21–23]. End-to-end learning is being used by 

these models to attempt feature representation learning and categorization. They are much 

more adaptable from one project to the next and have the ability to reveal hidden patterns in 

the data. In recent years, these models have considerably shifted the paradigm for the 

numerous text classification tasks.  

 

II. LITERATURE REVIEW 

 

The task of text classification is defined as "the task of learning to distinguish among 

a set of predefined classes using features extracted from a collection of text documents" [29]. 

How accurately the training texts are split into classes and the classification granularity affect 

the classifier's accuracy [30, 31]. In text classification, we are provided with a set of labels or 

classes and asked to determine to which of those classes or labels a given textual material 

most closely conforms. A category or label is typically a broad subject, as "sports" or 

"business." Differentiating between articles on more comparable topics, including networks 

and the internet of things, may be substantially more challenging. It would be easier to learn 

if some traits, which signify the potential overlap between classes, were eliminated. In order 

to improve classification accuracy, it is necessary to widen the distance between classes. The 

process of features weighting and selecting useful features can help with this. The impact of 

sentiment classification on the stock market [31] are all examples of real-world applications 

of text classification. 

 

To categorize a corpus of text, let's say we have N documents, and our first step is to 

construct a classifier, T. D is a set of written documents that have all been labelled or 

categorized by a human. The second step is to use a set of D documents that correspond to 

each class/label as input to train a classifier. It is time to put classifier C through its paces by 

using it to sort through N documents. Assigning a label or category to each document in N is 

a job for C. Data pretreatment, transformation, and dimensionality reduction are additional 

crucial processes in the text classification process that accompany model training. The first 

step is to gather information from diverse textual sources. The text may be part of a larger 

domain that describes specific activities, procedures, or facts. In order to provide an accurate 

text representation for the learning model, these text documents will need to undergo 

preprocessing. This is accomplished in two stages: first, features are retrieved from the 

processed text using any feature extraction algorithm, and then, features are reduced using 

feature selection techniques. The dimensions of data needed by the learning approach are 

reduced as a result of this simplification of the problem space. Following these steps, a set of 

learning algorithms is selected for use in supervised data training to produce a classifier with 

the highest likelihood of correctly identifying instances of a target class. Training data refers 

to the textual information needed to train a classifier. The bulk of the data is used to train the 

model, while a subset is used to evaluate the accuracy of the classifier (the "testing data"). In 

a similar vein, the model is educated to identify each target class based on the information 

included in the source texts. Classification methods are developed and tested by running them 
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on test data to determine the target class of input text; the result is then expressed as weights 

or probabilities. The accuracy of the text classifier is then assessed using evaluation methods. 

Here is the cutting edge research on text categorization. 

 

An exhaustive survey of the field is available from FabrizioSebastiani[37]. The essay 

begins with a brief background on text classification and its importance in information 

retrieval and text analysis before moving on to other topics. Then, to improve classification 

accuracy and efficiency, Sebastiani explores various ways for encoding text documents, 

feature selection, and dimensionality reduction. Naive Bayes, Support Vector Machines 

(SVMs), and k-Nearest Neighbours (k-NN) are some of the supervised machine learning 

algorithms investigated while applying them to the problem of text classification. Challenges 

associated with large-scale and cross-lingual categorization are examined, and evaluation 

metrics to gauge system performance are introduced. Additionally, semi-supervised and 

active learning strategies are presented as ways to make use of unlabeled data in the article's 

examples. 

 

The authors provide a thorough analysis of the many approaches taken in this area to 

help scholars and practitioners have a firm grasp on the subject as a whole. The review kicks 

out with a brief introduction to text classification, stressing its importance in IR and TM 

contexts. After that, they dig into methods of text preparation and feature extraction. 

Tokenization, stop-word elimination, and the popular TF-IDF (Term Frequency-Inverse 

Document Frequency) representation are all covered. These preprocessing methods are 

designed to boost the efficacy of future classification algorithms by improving the quality of 

features derived from textual input. 

 

In [38], Kowaski investigates a wide variety of supervised text classification 

techniques. Naive Bayes, Support Vector Machines, k-Nearest Neighbours, and Decision 

Trees are some of the classic methods discussed here. Furthermore, the authors explore state-

of-the-art deep learning techniques, including Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs), which have seen explosive growth in recent years due to 

their capacity to efficiently process sequential input, such as texts. Each algorithm's benefits 

and limitations are highlighted in the comparison, allowing readers to make more informed 

decisions when choosing methods for text classification. 

 

The survey pays special emphasis to ensemble approaches, which use the combined 

power of numerous classifiers to boost performance. The authors elaborate on the usefulness 

of ensemble methods like Random Forest and AdaBoost for improving classification 

precision. In addition, the study focuses on the assessment measures used to evaluate text 

categorization models, illuminating the value of these metrics in gauging performance. The 

survey concludes with a look into domain-specific text classification, including the 

difficulties and potential benefits of adapting general text classification algorithms to specific 

fields like medicine, law, and social media. The authors wrap up by describing the current 

difficulties in text categorization, such as dealing with imbalanced datasets and multilingual 

texts, and suggesting avenues for future study to progress this important topic. 

 

Rogers [39] discusses the importance and difficulties of real-time text classification 

on social media. They explore the repercussions of misclassification or delayed responses and 

stress the significance of quick processing of user-generated input. The methods used for 

social media sentiment analysis and topic recognition are the primary subject of this 
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systematic review of real-time text categorization methods. The authors provide an in-depth 

examination of the many machine learning algorithms, NLP strategies, and deep learning 

approaches that have been applied to the problem of real-time text classification. They shed 

light on the advantages and disadvantages of various methods, as well as their fitness for 

dealing with the peculiarities of social media data. The research also analyses the metrics and 

methods used to gauge the efficacy of real-time text classification systems. This critical 

analysis is useful for evaluating the claims made and contrasting the outcomes of different 

methods [40]. 

 

In this research, we explore how to apply deep reinforcement learning to the task of 

text summarization. In the field of machine learning known as reinforcement learning, agents 

are taught to act in response to information gleaned from their surroundings. The authors 

elaborate on how this strategy, by rewarding the model for creating relevant and brief 

content, can be used to generate high-quality and useful summaries. The research goes 

beyond deep reinforcement learning to investigate alternative cutting-edge approaches used 

in autonomous text summarization. It explores how NLP, deep neural networks, and attention 

mechanisms might be used to better collect contextual information and boost summarization 

performance. [41]. 

 

Automatic text summarization systems are evaluated based on a variety of 

performance criteria, and the authors of this article provide a critical study of these metrics 

and approaches. By comparing the proposed methodologies to other state-of-the-art 

approaches, this analysis clarifies the efficacy of the proposed approaches. This research 

sheds light on the use of deep reinforcement learning and other cutting-edge methods for 

automatically summarizing material. To better summarize massive amounts of textual data, it 

provides a comprehensive reference for researchers and practitioners interested in utilizing 

machine learning and natural language processing. Thangaraj et al. [42] looked at text 

categorization strategies in AI studies from 2010–2017 and categorized them based on their 

underlying algorithms. The report highlighted the benefits, drawbacks, and emerging trends 

in text categorization, and the findings were displayed in a tree structure to illustrate the 

connection between learning procedures and algorithms.  

 

By identifying and analyzing central and cutting-edge works and goals in this field, 

Mironczuk et al. [43] provided an overview of the current status of text classification. The 

paper discussed six pillars of text classification and conducted a qualitative and quantitative 

analysis of the related publications. Text feature extraction, dimensionality reduction, 

existing algorithms, and assessment methods were briefly discussed in Kowsari et al. [44]. 

Both the strengths and weaknesses of each method, as well as their potential uses in solving 

real-world situations, were covered. Models for classifying texts were investigated by Wu et 

al. [18], who looked at CNNs, RNNs, Attention Mechanisms, and more. The limitations of 

prior approaches to text classification are outlined, and a deep-learning-based approach is 

introduced. 

 

The technical contributions, similarities, and strengths of more than 150 deep-

learning-based text categorization models were reviewed in detail by Minaee et al. [42]. The 

publication also explores potential avenues for further study and includes a description of 

more than 40 widely used text classification datasets. Data augmentation techniques for 

textual categorization were surveyed by Bayer et al. [28], who used a taxonomy to classify 

more than a hundred techniques into 12 broad categories. The report cites recent literature, 
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focuses on effective approaches, and looks ahead to potential areas of study. From 1961 

through 2021, including models from classical to deep learning, Li et al. [43] discussed the 

state-of-the-art methods for text classification. A text classification taxonomy was created, 

and the research compared and contrasted various approaches, detailing their respective 

merits and shortcomings. Major ramifications, future research goals, and challenges in the 

field were also outlined. 

 

III.  RESEARCH GAPS 

 

Several writers have tried, unsuccessfully, for years to use NLP techniques to extract 

meaning or identify semantic links between words in unstructured data [24,28]. However, 

when trying to construct a reliable categorization system, these approaches fall short. It 

permits the development of semi-supervised machine learning models, which require the 

manual labelling of some portions of training data while allowing machine learning 

algorithms to train on the remaining data [35]. Unseen writings are highly domain-specific, 

therefore these representations and universally available representations cannot be used to 

them [18]. Potential methods for expanding the vocabulary of existing representations for 

particular domains can be designed. However, these models are not equipped to deal with 

symbols directly, despite the fact that deep learning algorithms have been shown to be 

effective in decision-making for NLP-based applications. Training these kinds of algorithms 

also requires a lot of computing power. It provides room for the development of deep neural 

network-based architecture that can be fed lexical, linguistic, and subject-specific word 

information. There are some blank spots in our analysis. Some of them are 

 

 Numerous academic investigations have highlighted individual-generated data sets. 

There are, nevertheless, great deals of datasets available. The data structures and 

formats of each of these collections are unique. Therefore, a multi-model 

categorization system needs to be created to deal with this problem. 

 The best classifiers from the most popular datasets should be federated and stored in a 
publicly accessible database. Future researchers will be greatly aided by this in their 

efforts to produce high-quality results rapidly. This is a necessary step since it will 

allow researchers to check their findings against those of the larger population. 

 Classification results can be enhanced with just a few inputs utilising active learning. 
Active learning is not used in the vast majority of the studies. This allows for the 

incorporation of active learning into the classification in subsequent works of 

research. 

 The visualisation of text is still in need of refinement. Labelling or separating the 
traits should be the focus of several studies. A pronoun may be used to stand in for the 

noun it refers to in the preceding phrase. Therefore, it is important to have a proper 

labelling system. 

 The majority of studies considered for this survey centred on a frequency-based 

ranking of characteristics. The most weight is given to the most common 

characteristics. However, this may be an exception rather than the rule. Experts in the 

field can help solve this problem by assigning a priority ranking to the least-used 

words. 
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IV.  CONCLUSION 

 

We have presented a comprehensive analysis of the text classification procedure in 

this work. In this study, we discussed several algorithms and strategies for doing 

categorization problems. It has outlined methods for gathering information from various 

online resources. To represent the documents, we first used some fundamental methods, then 

looked at what's new in document representation for NLP and machine learning, and so on. 

Data reduction from a higher to a lower dimensional space was achieved by feature selection 

and feature extraction techniques, allowing for the development of efficient and effective 

classifiers. The effectiveness of various techniques for training machine learning text 

classifiers varies widely across different domains. Based on their experience, the authors have 

found that none of these algorithms works perfectly for every problem scenario and 

dimension of data. 
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