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Abstract 
 
 Machine tool use is crucial for the 
industrial industry. Manufacturers can 
reduce costs, increase productivity, and 
improve quality by implementing machine 
tools. Large and small businesses today 
place online orders for mechanical tool 
items. Different photos of various products 
have been displayed on several websites, 
and companies put their orders on those 
websites. In this work, we have suggested a 
hybrid framework built on Feature Selection 
(FS) with ensemble-based for the 
Mechanical Tool Classification (MTC) 
problem. We applied the Binary Particle 
Swarm Optimization (BPSO) based FS 
methodology to complete the FS 
assignment. The ensemble-based 
classification algorithm has been fed the 
resulting features after that. We have also 
used the SMOTE approach to address the 
class imbalance issue. 
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I. INTRODUCTION  
 
 The use of machine tools is essential for the manufacturing sector. They make it 
possible to produce various goods with accuracy and efficiency. By adopting machine tools, 
manufacturers can lower costs, boost production, and enhance quality. With a tool that 
completes jobs fast and accurately, you can move on to the next task and save time and 
energy, doing more in less time. Below are some of the most commonly used tools by 
mechanics: Screwdriver, Hammer, Pebbels, Rope, Wrench, Torque wrench, Pliers, Spark 
plug gapper, Oil filter wrench, Oil drain pan, etc. Now a days, large- and small-scale 
industries give their order online for mechanical tool products. Various images of the 
different products have been shown online on different websites, and the companies place 
their orders online. This is a very growing market for the manufacturing industry. Various 
researchers are working on optimizing image classification for the mechanical tool. In Image 
Categorization (IC) tasks, Machine Learning (ML) is tremendously beneficial. The following 
are some of the main benefits of applying ML to IC: automated feature learning, high 
accuracy, versatility, adaptability to new data, handling variability, scalability, reduced 
human effort, transfer learning, real-time applications, etc. The primary issue in IC is dealing 
with the vast amount of features for the classification task. Dimensionality Reduction (DR) is 
a technique used to reduce the number of features (dimensions) in a dataset while preserving 
as much relevant information as possible. Feature Selection (FS) and Feature Extraction (FE) 
are the two methods of DR. FE in IC refers to transforming raw pixel data or higher-level 
representations of images into a set of meaningful and informative features that can be used 
as input to an ML model for classification. FE aims to capture relevant patterns, structures, 
and characteristics of the discriminative images for the classification task. This process 
simplifies the subsequent classification task by reducing the dimensionality of the data and 
providing more informative representations. A common preprocessing step called FS 
separates redundant and unnecessary features while finding useful ones. In this method, the 
dimensionality of the data can be reduced without resulting in performance degradation - in 
some circumstances, performance may even be improved. These traits make FS an active 
research area, widely used to solve real-world issues, primarily in classification, though it can 
also be used in regression and other regions. FS has gained importance in recent years for 
dealing with image analysis to reduce input dimensionality and lessen the computational 
burden needed to extract information from the images. Metaheuristic algorithms, however, 
have drawn much attention for their success in solving various optimization problems. 
Metaheuristic algorithms have also been divided into multiple groups based on their 
behavior. More than a hundred metaheuristic algorithms are also listed in a category list. In 
this work, for MTC, we have proposed a hybrid framework based on FS with ensemble-based 
classification. We have used the BPSO-based approach for the FS task. Then the resultant 
features have been fed in the ensemble-based classification approach. To handle the class 
imbalance problem, we have also used the SMOTE technique. 
 
II. LITERATURE REVIEW 
 
 Ding et al. [3] proposes a discrete wavelet transform-based convolution neural 
network method for machine tool operating state detection. Here statistical techniques like 
mean and root mean square values to extract features significantly lower the network model’s 
complexity and training time. Tool condition monitoring has become crucial to accomplish 
high-quality machining and economical production. The cutting tool state must be identified 
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during machining before reaching its failure stage. Mart´ınez
deep learning and signal imaging
Combining these two methods enables the method to operate on the raw data without 
statistical pre-processing or filtering. This approach is more general and suitable for working 
with massive datasets because an o
manual selection of features. In automated manufacturing, cutting tool wear detection is 
essential. It contributes to enhancing and raising manufacturing productivity. Benker et al. [1] 
suggests using modal characteristics found in vibration signals and a probabilistic 
classification approach. It will be demonstrated that by using probabilistic classification 
models, degradation-related uncertainties may be easily measured, improving the foundation 
for decision-making. It will also be demonstrated how a probabilistic classification method 
enables the prediction of a ball screw’s remaining usable life even when the user has only 
access to discrete preload observations. The fuzzy clustering algorithm (FCM) i
utilized in image segmentation. The probabilistic c
membership issue with the FCM algorithm, and it has been demonstrated to have satisfied the 
ability to handle noise and outliers. Zhang et al. [16] propo
clustering algorithm uses Mahalanobis distance instead of Euclidean distance, and the initial 
clustering centers are optimized using the particle swarm optimization method. According to 
experimental findings, the suggested app
clustering algorithm regarding segmentation impact and efficiency. Mekhmoukh and 
Mokrani [10] uses Particle Swarm Optimization (PSO) with outlier rejection combined with a 
level set for segmenting magneti
(FCM) algorithm has been used to enhance the outlier rejection and decrease the noise 
sensitivity of the conventional FCM clustering algorithm. The spatial neighborhood data is 
also taken into account here. These are employed a priori in the cost function that needs to be 
optimized. The first level set contour for MR images uses the resulting fuzzy clustering. Zhou 
et al. [17] developed a two-stage feature selection strategy for image classification th
considers human factors. An enhanced quantum genetic algorithm is suggested to use eye 
tracking data during the coarse feature selection step. This hybrid feature selection method 
combines the effectiveness merit of the wrapper type SVM
mRMR method. Shang and Barnes [13] has offered a comprehensive Mars terrain image 
classification analysis using cutting
(FRFS), in particular, has been adopted and modified in conjunction with Sup
Machines (SVMs) to assist in resolving difficult image categorization issues in space 
engineering. Unlike transformation
fundamental semantics of the chosen feature subset are retained here.
 

                    (a) Original image                        (b) By applying Gamma correction
 

Figure 1: Graphical representation of preprocessing task
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during machining before reaching its failure stage. Mart´ınez-Arellano et al. [9] introduces a 
deep learning and signal imaging-based big data approach for tool wear classification. 
Combining these two methods enables the method to operate on the raw data without 

processing or filtering. This approach is more general and suitable for working 
with massive datasets because an off-the-shelf deep learning implementation avoids the 
manual selection of features. In automated manufacturing, cutting tool wear detection is 
essential. It contributes to enhancing and raising manufacturing productivity. Benker et al. [1] 

dal characteristics found in vibration signals and a probabilistic 
classification approach. It will be demonstrated that by using probabilistic classification 

related uncertainties may be easily measured, improving the foundation 
making. It will also be demonstrated how a probabilistic classification method 

enables the prediction of a ball screw’s remaining usable life even when the user has only 
access to discrete preload observations. The fuzzy clustering algorithm (FCM) i
utilized in image segmentation. The probabilistic c-means algorithm resolves the relative 
membership issue with the FCM algorithm, and it has been demonstrated to have satisfied the 
ability to handle noise and outliers. Zhang et al. [16] proposes the possibilistic c
clustering algorithm uses Mahalanobis distance instead of Euclidean distance, and the initial 
clustering centers are optimized using the particle swarm optimization method. According to 
experimental findings, the suggested approach significantly outperforms the traditional FCM 
clustering algorithm regarding segmentation impact and efficiency. Mekhmoukh and 
Mokrani [10] uses Particle Swarm Optimization (PSO) with outlier rejection combined with a 
level set for segmenting magnetic resonance (MR) images. Here an extended Fuzzy C
(FCM) algorithm has been used to enhance the outlier rejection and decrease the noise 
sensitivity of the conventional FCM clustering algorithm. The spatial neighborhood data is 

here. These are employed a priori in the cost function that needs to be 
optimized. The first level set contour for MR images uses the resulting fuzzy clustering. Zhou 

stage feature selection strategy for image classification th
considers human factors. An enhanced quantum genetic algorithm is suggested to use eye 
tracking data during the coarse feature selection step. This hybrid feature selection method 
combines the effectiveness merit of the wrapper type SVM-RFE method and f
mRMR method. Shang and Barnes [13] has offered a comprehensive Mars terrain image 
classification analysis using cutting-edge ML techniques. Fuzzyrough feature selection 
(FRFS), in particular, has been adopted and modified in conjunction with Sup
Machines (SVMs) to assist in resolving difficult image categorization issues in space 
engineering. Unlike transformation-based dimensionality reduction strategies, the
fundamental semantics of the chosen feature subset are retained here. 

(a) Original image                        (b) By applying Gamma correction
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Arellano et al. [9] introduces a 
data approach for tool wear classification. 

Combining these two methods enables the method to operate on the raw data without 
processing or filtering. This approach is more general and suitable for working 

shelf deep learning implementation avoids the 
manual selection of features. In automated manufacturing, cutting tool wear detection is 
essential. It contributes to enhancing and raising manufacturing productivity. Benker et al. [1] 

dal characteristics found in vibration signals and a probabilistic 
classification approach. It will be demonstrated that by using probabilistic classification 

related uncertainties may be easily measured, improving the foundation 
making. It will also be demonstrated how a probabilistic classification method 

enables the prediction of a ball screw’s remaining usable life even when the user has only 
access to discrete preload observations. The fuzzy clustering algorithm (FCM) is frequently 

means algorithm resolves the relative 
membership issue with the FCM algorithm, and it has been demonstrated to have satisfied the 

ses the possibilistic c-means 
clustering algorithm uses Mahalanobis distance instead of Euclidean distance, and the initial 
clustering centers are optimized using the particle swarm optimization method. According to 

roach significantly outperforms the traditional FCM 
clustering algorithm regarding segmentation impact and efficiency. Mekhmoukh and 
Mokrani [10] uses Particle Swarm Optimization (PSO) with outlier rejection combined with a 

c resonance (MR) images. Here an extended Fuzzy C-Means 
(FCM) algorithm has been used to enhance the outlier rejection and decrease the noise 
sensitivity of the conventional FCM clustering algorithm. The spatial neighborhood data is 

here. These are employed a priori in the cost function that needs to be 
optimized. The first level set contour for MR images uses the resulting fuzzy clustering. Zhou 

stage feature selection strategy for image classification that 
considers human factors. An enhanced quantum genetic algorithm is suggested to use eye 
tracking data during the coarse feature selection step. This hybrid feature selection method 

RFE method and filter type 
mRMR method. Shang and Barnes [13] has offered a comprehensive Mars terrain image 

edge ML techniques. Fuzzyrough feature selection 
(FRFS), in particular, has been adopted and modified in conjunction with Support Vector 
Machines (SVMs) to assist in resolving difficult image categorization issues in space 

based dimensionality reduction strategies, the 
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III. PROPOSED METHODOLOGY
 
 This section discusses the overall proposed methodology in detail. Section 3.1 
discusses the idea of the preprocessing task, section 3.2 elaborates on the 
selection approach, section 3.3 highlights the objective function of the BPSO meth
finally, section 3.4 overviews the 
here for the classification task. Figure 2 shows the graphical diagram of the proposed method.
 

Figure 2: Diagrammatic representation of the proposed 
 

1. Preprocessing: Preprocessing is the word for actions on images that are performed at the 
most fundamental level; both the input and output are intensity images. In this case, the 
Gamma correction was applied as a preprocessing task for our sug
Gamma correction, a nonlinear adjustment, is applied to every pixel value.
correction is responsible for changing the image’s saturation by using nonlinear 
algorithms to the pixels of the input image. It’s crucial to keep the gamma value constant; 
it shouldn’t be too high or too low. Figure 1 shows the graphical diagram of
corrected image in the MTC dataset.
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OPOSED METHODOLOGY 

This section discusses the overall proposed methodology in detail. Section 3.1 
discusses the idea of the preprocessing task, section 3.2 elaborates on the BPSO-
selection approach, section 3.3 highlights the objective function of the BPSO meth
finally, section 3.4 overviews the ensemble-based feature section approach, which is used 
here for the classification task. Figure 2 shows the graphical diagram of the proposed method.

 
 

Diagrammatic representation of the proposed methodology

Preprocessing is the word for actions on images that are performed at the 
most fundamental level; both the input and output are intensity images. In this case, the 
Gamma correction was applied as a preprocessing task for our suggested technique. 
Gamma correction, a nonlinear adjustment, is applied to every pixel value.
correction is responsible for changing the image’s saturation by using nonlinear 
algorithms to the pixels of the input image. It’s crucial to keep the gamma value constant; 
it shouldn’t be too high or too low. Figure 1 shows the graphical diagram of
corrected image in the MTC dataset. 
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This section discusses the overall proposed methodology in detail. Section 3.1 
-based feature 

selection approach, section 3.3 highlights the objective function of the BPSO method, and 
feature section approach, which is used 

here for the classification task. Figure 2 shows the graphical diagram of the proposed method. 

methodology 

Preprocessing is the word for actions on images that are performed at the 
most fundamental level; both the input and output are intensity images. In this case, the 

gested technique. 
Gamma correction, a nonlinear adjustment, is applied to every pixel value. Gamma 
correction is responsible for changing the image’s saturation by using nonlinear 
algorithms to the pixels of the input image. It’s crucial to keep the gamma value constant; 
it shouldn’t be too high or too low. Figure 1 shows the graphical diagram of a gamma 
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2. BPSO Based Feature Selection: One type of EC employed in the many optimization 
issues created by [14] is PSO. Swarm intelligence, or the schooling behavior of fish and 
birds swarming, served as the basis for this program. The number of particles that are 
potential solutions to the optimization problem is contained in the PSO method. The 
location vector and velocity vector of length 𝑛, where𝑛 is the dimension of the search 
space, together define each particle in the search space. For the 𝑖௧ℎparticle in the search 
space having the position vector[𝑃

ଵ, 𝑃
ଶ, 𝑃

ଷ, … , 𝑃
] and velocity vector [𝑐

ଵ, 𝑐
ଶ, 𝑐

ଷ, … , 𝑐
] 

respectively. During the process of optimization, the position and velocity of the particle 
is being updated by the following equations, 

 
𝑐

௧ାଵ = 𝑐
௧ + ϵଵ. ℛଵ. (𝑃𝑏𝑒𝑠𝑡 − 𝑃

௧) + ϵଶ. ℛଶ(𝐺𝑏𝑒𝑠𝑡 − 𝑃
௧)                            (1) 

 
 

𝑃
௧ାଵ = 𝑃

௧ + 𝑐
௧ାଵ                                                                                             (2) 

 
Where, Pbest୧ is the best position of the 𝑖௧particle andGbestis the best position with 
respect to all particles in the whole swarm.ℛଵand ℛଶare the two random numbers that are 
uniformly distributed over (0,1). 𝜖ଵandϵଶare the social and cognitive parameters. 
 
To enhance the PSO algorithm's performance, an inertia weight [14] has been introduced; 
here the modified equation is, 
𝑐

௧ାଵ = 𝑤. 𝑐
௧ + ϵଵ. ℛଵ. (𝑃𝑏𝑒𝑠𝑡 − 𝑃

௧) + ϵଶ. ℛଶ. (𝐺𝑏𝑒𝑠𝑡 − 𝑃
௧)                                (3) 

  
In Binary PSO (BPSO) [7] the newly transformed position is calculated via sigmoid 
function, 
 

                                                          𝑠𝑖𝑔(𝑐
௧) =

ଵ

ଵା
                                                     (4) 

 
If    𝑥

௧ is greater than 𝑟𝑎𝑛𝑑 < 𝑠𝑖𝑔(𝑐
௧) then it will be 1 else it is 0 

 
3. Objective Function: An essential element in optimization problems is the objective 

function. The contribution of each variable to solving the problem optimally is measured 
by the objective function. Classification accuracy measures how well the proposed FS 
performs classifying and is used as an objective function. It looks for the most 
discriminative spectral features with higher accuracy. The objective function of the 
suggested FS technique could be stated as follows; Maximize accuracy: Cross-validation 
evaluates a model’s performance. It shows how the model would act with a different 
dataset, such as an uncharted or actual situation. Mathematically it can be stated as 
follows;  

£ =
ା

ାାା௦
                                                                                                           (5) 

 
Where p, r, q, and s are the true positive, false positive, true negative, and false negative, 
respectively. £ is the value of the objective function. Our objective is to maximize the 
accuracy for our proposed method. 
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4. Ensemble Classification: In ML and data science, ensemble
emerged as a promising technique for boosting the accuracy and robustness of 
classification models. Instead of using a single classifier, ensemble techniques utilize the 
knowledge of numerous classifiers to provide more accurate predictions. The predictions 
of various classifiers are merged to produce a final classification result in ensemble
classification. The fundamental idea behind ensemble techniques is that combining the 
outcomes from numerous classifiers decreases individual classifiers’ shortcomings and 
flaws, resulting in more accurate and reliable predictions. Voting
classification, an ensemble approach in which several classifiers are combined by using a 
voting mechanism to obtain the final classification decision, is the ensemble method we 
used in our work. Combining predictions from different classifiers and choosi
with the most support is the basic idea. Support vector machines, decision trees, neural 
networks, and other classification methods can all be employed with voting
ensemble classification. Each classifier should have a variety of biases,
error sources for it to perform well. It offers the advantages of increased accuracy, noise, 
outlier resistance, and more effective generalization. Furthermore, by allowing the 
dominant class to control the voting process, vote
caused by class imbalance. 

 
IV. RESULTS WITH DISCUSSIONS
 
1. Dataset Description: We have used the Mechanical Tools Classification (MTC) [5] 

dataset taken from the Kaggle website. This dataset contains images of tools like Gasoline 
Can, Hammers, Pebbles, Pliers, Ropes, Screw Drivers, Toolboxes, Wrenches, etc. Figure 
3 shows the images of various tools for the MTC dataset. This dataset contains images of 
Gasoline Can 246, Hammers 1826, Pebbles 629, Pliers 397, Ropes 335, Screw Driver 
1969, Toolbox 482, and Wrench 1643, respectively.

 

    
Figure 3: Various
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In ML and data science, ensemble-based classification has 
emerged as a promising technique for boosting the accuracy and robustness of 

models. Instead of using a single classifier, ensemble techniques utilize the 
knowledge of numerous classifiers to provide more accurate predictions. The predictions 
of various classifiers are merged to produce a final classification result in ensemble
classification. The fundamental idea behind ensemble techniques is that combining the 
outcomes from numerous classifiers decreases individual classifiers’ shortcomings and 
flaws, resulting in more accurate and reliable predictions. Voting-based ensemble
classification, an ensemble approach in which several classifiers are combined by using a 
voting mechanism to obtain the final classification decision, is the ensemble method we 
used in our work. Combining predictions from different classifiers and choosi
with the most support is the basic idea. Support vector machines, decision trees, neural 
networks, and other classification methods can all be employed with voting
ensemble classification. Each classifier should have a variety of biases, strengths, and 
error sources for it to perform well. It offers the advantages of increased accuracy, noise, 
outlier resistance, and more effective generalization. Furthermore, by allowing the 
dominant class to control the voting process, vote-based ensembles can address the issues 

RESULTS WITH DISCUSSIONS 

We have used the Mechanical Tools Classification (MTC) [5] 
dataset taken from the Kaggle website. This dataset contains images of tools like Gasoline 

Hammers, Pebbles, Pliers, Ropes, Screw Drivers, Toolboxes, Wrenches, etc. Figure 
3 shows the images of various tools for the MTC dataset. This dataset contains images of 
Gasoline Can 246, Hammers 1826, Pebbles 629, Pliers 397, Ropes 335, Screw Driver 

, Toolbox 482, and Wrench 1643, respectively. 

Various images of tools in the MTC dataset 
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based classification has 
emerged as a promising technique for boosting the accuracy and robustness of 

models. Instead of using a single classifier, ensemble techniques utilize the 
knowledge of numerous classifiers to provide more accurate predictions. The predictions 
of various classifiers are merged to produce a final classification result in ensemble-based 
classification. The fundamental idea behind ensemble techniques is that combining the 
outcomes from numerous classifiers decreases individual classifiers’ shortcomings and 

based ensemble 
classification, an ensemble approach in which several classifiers are combined by using a 
voting mechanism to obtain the final classification decision, is the ensemble method we 
used in our work. Combining predictions from different classifiers and choosing the class 
with the most support is the basic idea. Support vector machines, decision trees, neural 
networks, and other classification methods can all be employed with voting-based 

strengths, and 
error sources for it to perform well. It offers the advantages of increased accuracy, noise, 
outlier resistance, and more effective generalization. Furthermore, by allowing the 

les can address the issues 

We have used the Mechanical Tools Classification (MTC) [5] 
dataset taken from the Kaggle website. This dataset contains images of tools like Gasoline 

Hammers, Pebbles, Pliers, Ropes, Screw Drivers, Toolboxes, Wrenches, etc. Figure 
3 shows the images of various tools for the MTC dataset. This dataset contains images of 
Gasoline Can 246, Hammers 1826, Pebbles 629, Pliers 397, Ropes 335, Screw Driver 
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2. Performance Measures: Performance metrics are used in research to evaluate and 
measure the efficacy or efficiency of a model, algorithm, or system. The following 
performance metrics have been employed ; 

 
 Accuracy (ACC) : It is a statistic used to evaluate an ML model’s efficacy. It shows 

what proportion of the dataset’s total instances (positive or negative) was accurately 
classified as instances. Mathematically it can be written as;  
 

𝐴𝐶𝐶 =
𝑝 + 𝑞

𝑝 + 𝑞 + 𝑟 + 𝑠
 

 
 Precision (PN): The ratio of correctly classified positive samples to all positively 

classified samples (whether rightly or wrongly) is used to calculate it. The precision 
estimates how precisely a sample is classified as positive or negative by the model. 
Mathematically it can be written as;  
 

𝑃𝑁 =
𝑝

𝑝 + 𝑟
 

 
 Recall (RL): It is determined by dividing the total number of positive samples by the 

proportion of positive samples correctly identified as positive. The recall measures a 
model’s ability to recognize positive samples. The recall rises as more positive 
samples are discovered. Mathematically it can be written as; 
 

𝑅𝐿 =
𝑝

𝑝 + 𝑠
 

 
 F1-Score (F1): It assesses how well a model performs in binary classification tasks. 

The proportion of true positives among all projected positives is calculated by recall, 
whereas the proportion of true positives among all observed positives is determined 
by precision. Together, these two calculations form the harmonic mean. 
Mathematically it can be written as; 
 

𝐹1 = 2 ∗ ൬
𝑃𝑁 ∗ 𝑅𝐿

𝑃𝑁 + 𝑅𝐿
൰ 

 
 Geometric Mean (GM): The GM of P N and RL normalizes TP to the GM of 

Predicted Positives and Real Positives, and its information value equates to the 
Arithmetic Mean of the Information represented by P N and RL. Mathematically it 
can be written as; 
 

𝐺𝑀 = √𝑃𝑁 ∗ 𝑅𝐿 
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3. Experiments Performed:  One of the most popular strategies for handling an unbalanced 
dataset is resampling the data. There are essentially two approaches for doing this: 
undersampling and oversampling. In general, oversampling techniques are preferred to 
undersampling ones. We routinely omit data pieces that could have important information 
when we undersample. SMOTE is an oversampling technique in which made-up samples 
are created for the minority class. By using this approach, the overfitting problem caused 
by random oversampling is mitigated. In this study, we have dealt with this issue using 
the SMOTE method. Here, the complete experiment has been divided into the following 
sections;  

 
 Experiment I : In this experiment, we have calculated the performance of the dataset 

against various basic classifiers. Table 1 shows the experimental results of the MTC 
dataset via various basic classifiers. Here the SVM(RBF) achieves the highest PN, 
ACC, F1, and GM values of 0.4497, 0.4436, 0.3311, and 0.4466, respectively. The 
highest RL value achieved by kNN is 0.3494. Here the kNN achieves the second 
highest PN, RL, F1, and GM values of 0.3593, 0.3785, 0.3199, and 0.3688, 
respectively. The second highest RL value achieved by NB is 0.3064. 
 

Table 1: Performance of Kaggle MTC image dataset using different standard ML 
classifiers 

Classifier PN RL ACC F1 GM 
NB 0.2312 0.3064  0.1541  0.1661 0.1887 
SGD 0.2349 0.2010  0.3240  0.1836  0.2759 
RF  0.1642  0.1709  0.3373  0.1243  0.2354 
k-NN 0.3593  0.3494  0.3785  0.3199  0.3688 
MLP  0.0357  0.1250  0.2855  0.0555  0.1009 
k-Means  0.0029  0.0702  0.0159 0.0056  0.0068 
DT  0.1289  0.1602 0.3161 0.1254 0.2019 
LR 0.3009 0.2752  0.3785  0.2738  0.3375 
SVM(Linear) 0.2859 0.2841 0.3360 0.2786  0.3099 
SVM(RBF)  0.4497 0.3184 0.4436 0.3311  0.4466  

 
 

Table 2: Performance of Kaggle MTC image dataset using SMOTE approach by 
different standard ML 

Classifier PN RL ACC F1 GM 
NB 0.2592  0.2485 0.2551  0.1880  0.2571  
SGD  0.6211  0.4881  0.4881  0.5128  0.5505 
RF 0.1921 0.2613 0.2640 0.1802 0.2252 
k-NN 0.6211 0.5952 0.6022 0.5864  0.6115 
MLP 0.0136 0.1250 0.1091  0.0246 0.0386 
k-Means 0.0132 0.0545 0.0660 0.0213 0.0296 
DT 0.1184 0.2153 0.2119 0.1372  0.1584 
LR 0.4221 0.4238 0.4270 0.4210 0.4246 
SVM(Linear) 0.5821 0.5758 0.5793 0.5777 0.5807 
SVM(RBF) 0.6199 0.6003 0.6022 0.5990 0.6110 
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Table 3: Performance of Kaggle MTC image dataset using the BPSO based feature 
selection via basic classifiers and the ensemble approach 

 

Classifier PN RL ACC F1 GM 
NB 0.4811 0.4011 0.5011 0.4375 0.4393 
SGD 0.7544 0.6522 0.6751 0.6996 0.7014 
RF 0.4011 0.4511 0.4240 0.4246 0.4254 
k-NN 0.7567 0.6831 0.7511 0.7180 0.7190 
MLP 0.4163 0.4871 0.4633 0.4489 0.4503 
k-Means 0.2111 0.2389 0.1876 0.2241 0.2246 
DT 0.3321 0.3012 0.3721 0.3159 0.3163  
RF 0.6122 0.6523 0.6811 0.6316  0.6319 
SVM(Linear) 0.7345 0.6544 0.7545 0.6921 0.6933  
SVM(RBF) 0.7762 0.7431 0.7649 0.7593  0.7595  
Proposed 
Methodology  

0.8278 0.8031 0.8231 0.8153 0.8154 

 
 Experiment II : In this experiment, we have calculated the performance of the 

dataset against various basic classifiers using the SMOTE technique. Table 2 shows 
the experimental results of the MTC dataset via various basic classifiers by applying 
SMOTE technique. Here the SVM(RBF) achieves the highest RL, F1, and ACC 
values of 0.6003, 0.6022, and 0.5990, respectively. The highest PN and GM value 
achieved by kNN is 0.6211 and 0.6115, respectively. Here the SVM(RBF) achieves 
the second highest PN and GM values of 0.6199 and.6110, respectively. Also, the 
second highest RL and F1 value achieved by kNN is 0.5952 and 0.5864, respectively. 
SVM(Linear) gets the second highest value of 0.5793. 
 

 Experiment III : In this experiment, we calculated the dataset’s performance by 
applying the BPSO based feature selection approach. We have used the basic 
classifiers and the ensemble-based classification approach for the classification task. 
Table 3 shows the experimental results of the MTC dataset by applying BPSO based 
feature selection approach. We have used the basic classifiers and the ensemble-based 
classification approach for the classification task. Here the proposed method achieves 
the highest PN, RL, RL, F1, and GM values of 0.8278, 0.8031, 0.8231, 0.8153, and 
0.8154, respectively. Also, the SVM(RBF) achieves the second highest PN, RL, RL, 
F1, and GM values of 0.7762, 0.7431, 0.7649, 0.7593, and 0.7595, respectively. 
 

V. CONCLUSION 
 
 The use of machine tools is essential for the manufacturing sector. By adopting 
machine tools, manufacturers can lower costs, boost production, and enhance quality. 
Nowadays, large and small-scale industries give their order online for mechanical tool 
products. Various images of the different products have been shown online on different 
websites, and the companies place their orders on that websites. In this work, for MTC, we 
have proposed a hybrid framework based on FS with ensemble based classification. We have 
used the BPSO based approach for the FS task. Then the resultant features have been fed in 
the ensemble based classification approach. To handle the class imbalance problem, we have 
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also used the SMOTE technique. Here we also have used the gamma correction technique for 
the preprocessing task. 
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