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Abstract

The increased competitiveness of solar PV panels as a renewable energy source has increased the number of PV panel installations in recent years. The power output of solar panels highly depends on various environmental factors like wind, humidity, temperature, etc. During bad weather conditions or unfavorable conditions, it is difficult for solar panels to operate at their full potential. Knowing the power output of solar panels in advance helps set up the solar panels correctly and work their possible potential.

This Chapter presents an approach to predict the power output of solar panels based on various environmental factors like wind, humidity and temperature using artificial neural network techniques or algorithms. We create artificial neural network models using NN-tool in MATLAB. Our datasets are collected from the Department of Electronics and Communication Engineering of Mahatma Jyotiba Phule Rohilkhand University, Bareilly, U.P. 
In this study, a comparison of different artificial neural network models is performed on three environmental factors Wind, Humidity and temperature. The experimental results show that the features can be efficient factors to predict the power output of solar panels.
Keywords : Artificial neural network, MATLAB, solar panels. 
I. Introduction

In recent years, photovoltaic (PV) technology has been rapidly developed due to the maintenance free, long lasting, and environment friendly nature of PV as well as government’s support [1]. However, power output of PV system is a non-stationary random process because of the variability of solar irradiation and environmental factors. Any grid-connected PV system in the public power grid, is regarded as a non-controlled, non-scheduling unit, its power output fluctuations will affect the stability of power system [2]. As the use of large-scale grid-connected PV system is increasing, it’s important to strengthen the prediction of PV system power output, which can help the dispatching department to make overall arrangements for conventional power and photovoltaic power coordination, scheduling adjustment, operation mode planning.

To forecast the power output of PV system, particularly the short-term forecast (say 24-hour-ahead), applications can be grouped into two categories: one is the prediction model based on solar radiation intensity. Firstly, obtain the predicted value of solar radiation based on solar radiation model, then use PV output formula to calculate the power output of PV system [3]. Another method is to predict the power output of PV system directly [4]. Although the prediction model based on solar radiation intensity has been considered to be an effective method in the practical application, it takes a lot of meteorological and geographical data to solve complex differential equations [5]. Artificial neural network (ANN) has been viewed as a convenient way to forecast solar radiation intensity and power output of PV system, which can be trained to overcome the limitations of traditional methods to solve complex problems, and to solve difficult problems which are hard to model and analyse [6]. 
In this chapter, an ANN-based approach for forecasting the power output of PV system at 24-hour-ahead is proposed. Instead of the prediction model based on solar radiation intensity, the proposed ANN-based approach uses feed-forward neural network (FNN) to predict the power output of PV system directly by reference to historical data of PV system. The improved backpropagation (BP) learning algorithm is adopted to overcome shortcomings of standard BP learning algorithm, such as slow convergence and easy to fall into local minimum. In order to improve forecast accuracy in different weather types, similar day selection algorithm based on forecast day information is proposed, and weather information is added as input of ANN. The validity of proposed ANN-based approach is verified by comparing the predicted value and actual value of PV system. It shows that the proposed ANN-based approach has a wide applicability.

The Power Output of a PV Module

To design and assess the performances of a PV system, an accurate PV model should predict a reliable current-voltage (I-V) and power-voltage (P-V) curves under real operating conditions.

The “five-parameters model” represents the most common equivalent circuit that better describes the electrical behavior of a PV system. The equivalent circuit is composed of a photocurrent source 𝐼𝐿, a diode in parallel with a shunt resistance 𝑅sh, and a series resistance 𝑅𝑠 as shown in Fig.1
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Fig1 One diode simplified equivalent circuit for a solar cell closed on a resistive load 𝑅𝐿.

Based on this simplified circuit, the mathematical model of a photovoltaic cell can be defined in accordance with the following expression that permits to retrieve the I-V curve:
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in which 𝐼𝐿 depends on the solar irradiance, 𝐼0 is the diode reverse saturation current and is affected by the silicon temperature, n is the ideality factor, and 𝑇𝑐 is the cell absolute temperature.

As it is known, the performance of a photovoltaic panel is defined according to the “peak power,” which identifies the maximum electric power supplied by the panel when it receives a solar irradiance 𝐺 of 1 kW/m2 at a cell temperature of 25∘C. For given values of G, 𝑇𝑐 and 𝑅𝐿, the operating point can be identified by drawing lines of the different loads 𝑅𝐿 on the I-V characteristic plot.

Study Area New Delhi Climate Profile

New Delhi - the capital of India is a land locked city having Latitude and longitude coordinates 28.644800, 77.216721 respectively. The distance from the sea gives Delhi an extreme type of continental climate with the prevalence of continental air during major parts of the year. Only during the three monsoon months of July, August and September does the air of oceanic origin penetrate to this region and causes increased humidity, cloudiness and rain. The year can be broadly divided into four seasons. The cold season starts from December and extends up to end of February. This is followed by the hot weather season which lasts till about end of June when monsoon arrives over the region. The monsoon continues till the third week of September. The two post monsoon months of October and November constitute a transition season from monsoon to winter conditions.

The summers in Delhi are very hot and winters very cold. The temperature may rise to about 45 degrees Celsius in summers, though the average temperature is around 39-40 degree Celsius. There are about 4-6 days of heat wave when the maximum temperature of a day rises 4-6 degree Celsius above the normal values. Adequate precaution has to be taken on such days before going out in the hot summer afternoons. Though the winters are not bitterly cold on most of the days, the temperatures may fall to 3-4 degree Celsius on for a few days in winters when the cold winds from the Himalayas prevail over the region making the winters chilly. The winters are also marked by mist and fog in the mornings though the Sun is often out in the afternoons.
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Fig2 Showing the location of Study

Weather By Month / Weather Averages New Delhi
	
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	July
	Aug
	Sep
	Oct
	Nov
	Dec

	Avg. Temp °C
	13.5 °C


	16.9 °C


	22.5 °C


	29.2 °C


	32.7 °C


	33 °C


	29.9 °C


	28.7 °C


	27.8 °C


	25.4 °C


	20.5 °C


	15.4 °C



	Min. Temp °C
	7.7 °C


	10.6 °C


	15.2 °C


	21 °C


	25.3 °C


	27.6 °C


	26.6 °C


	25.8 °C


	23.9 °C


	19.2 °C


	14.2 °C


	9.3 °C



	Max. Temp°C
	20 °C


	23.5 °C


	29.8 °C


	36.7 °C


	39.6 °C


	38.2 °C


	33.7 °C


	32.3 °C


	32.2 °C


	31.8 °C


	27.4 °C


	22.2 °C

	Precipitation / Rainfall mm (in)
	23

(0.9)
	33

(1.3)
	20

(0.8)
	14

(0.6)
	20

(0.8)
	74

(2.9)
	208

(8.2)
	183

(7.2)
	99

(3.9)
	13

(0.5)
	5

(0.2)
	8

(0.3)

	Humidity (%)
	67%
	60%
	47%
	29%
	32%
	46%
	71%
	77%
	71%
	55%
	54%
	61%

	Rainy days (d)
	2
	3
	3
	3
	4
	7
	15
	15
	8
	2
	1
	1

	avg. Sun hours (hours)
	8.2
	9.4
	10.6
	11.5
	12.1
	11.8
	9.5
	9.0
	9.3
	10.1
	9.6
	8.8


Solar Energy
The total daily incident shortwave solar energy reaching the surface of the ground over a wide area, taking full account of seasonal variations in the length of the day, the elevation of the Sun above the horizon, and absorption by clouds and other atmospheric constituents. Shortwave radiation includes visible light and ultraviolet radiation.
	Months
	Jan
	Feb
	Mar
	Apr
	May
	Jun
	Jul
	Aug
	Sep
	Oct
	Nov
	Dec

	Solar Energy (kWh)
	4.0
	4.9
	6.0
	7.0
	7.5
	7.2
	6.1
	5.7
	5.9
	5.2
	4.2
	3.7
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Fig3 Solar energy graph months wise
The average daily incident shortwave solar energy experiences significant seasonal variation over the course of the year. The brighter period of the year lasts for 2.7 months, from April 7 to June 29, with an average daily incident shortwave energy per square meter above 6.8 kWh. The brightest month of the year in New Delhi is May, with an average of 7.5 kWh. The darker period of the year lasts for 2.8 months, from November 9 to February 2, with an average daily incident shortwave energy per square meter below 4.4 kWh. The darkest month of the year in New Delhi is December, with an average of 3.7 kWh.

Major characteristic of PV power forecasting

The selection of input variables and prediction horizon affects the accuracy of the developed prediction model. In general, some significant variables are used as input of forecasting models but are not bound to the following factors:
Historical data of PV generation. Historical explanatory variables, which are relevant to the meteorological variables, consisting of global horizontal irradiance, temperature, cloud cover, humidity, wind speed, and so on.

Forecasting horizons from the practical point of view, different prediction horizons will correspond to the specific needs of decision-making activities in the smart grid and microgrid, which are as follows:

1. Very short term forecasting (from a few sec to min): This kind of forecasting is useful for PV storage control and electricity marketing. Now a day in the smart grid and microgrid environment, very short-term forecasting of PV power has become more important.

2. Short term (up to 2–3 days ahead): This forecasting technique is more essential for different decision-making activities involved in the electricity market and power system operation, comprising of economic load dispatch, unit commitment, etc.

3. Medium term (up to 7 days ahead): Medium term forecasting would be useful for scheduling maintenance of PV power generating station, conventional generating station, transformers and transmission lines.

4. Long term (From 1 month to years): Long term estimation can be applied for long term solar energy measurement and planning of PV plant. 

From point of view of microgrid and smart grid energy management also smooth operation of power system, short term and very short-term forecasting horizon are essential and useful for activities like operation of PV generating station, real time unit commitment, storage control and electricity marketing. Therefore, most of researchers pay attention in developing an advanced system for short term PV power forecasting

II. Literature Survey

Photovoltaic systems have received strong incentives for their implementation due to their capacity to generate energy using renewable sources. In addition, other advantageous of such systems are the low maintenance required, the low operating cost and the long service life [11]. In regard to this last feature, a lot of researches have been performed to increase the life and efficiency of the photovoltaic panels. In [12], a study is accomplished to deal with the reduction of losses in the photovoltaic system and to create a cost-benefit relation that is increasingly more advantageous for the consumer. It is supported because each day new panels with greater efficiency and lower cost are launched in the market.

In addition to the environmental and economic advantages aforementioned, some studies show the benefits that the integration of photovoltaic systems can bring to the distribution network. In [13] is shown a case where the insertion of the solar generation in the network improves the oscillatory stability of the system. That research evaluated the distribution network before the integration of solar generation, in this case the system presented unstable modes which characterizes the lack of damping torque. However, after the photovoltaic system was inserted, damping torque to the unstable modes was provided allowing the system to recover its stability.

In order to test the efficiency and reliability of a proposed ANN model experimental output will be comparing with mathematical equation. The objectives of this project are to develop the ANN model that capable of predicting power output. The activation functions using for the hidden layer is hyperbolic tangent. The training algorithm is used Levenberg-Marquardt backpropagation.

Even for high load simulations, that situation was still repeated. The study also concluded that the benefits created by solar generation are stronger when this resource is accomplished in a distributed way. That is, instead of large photovoltaic systems (such as a solar farm), several small distributed systems installed in a large area are better [13].

However, even with all the advantages aforementioned, the massive insertion of photovoltaic systems can cause negative impacts that must be studied and analyzed in order to create solutions or forms of mitigation for these problems. In [2], some impacts are cited:

· Reverse power flow in distribution systems;

· Reduction of energy quality levels: unacceptable levels (fluctuations) of voltage and frequency;

· Reduced service life of certain elements of the distribution system, such as voltage regulators;

· Increase in losses in distribution system lines;

· Difficulties in planning the operation of the distribution system.

The reverse power flow occurs in situations where the power generated by the PV system exceeds the demand of the distribution system. Thus, a bidirectional power flow is verified in the network. 

With the increasing use of large-scale grid-connected photovoltaic system, accurate forecast approach for the power output of photovoltaic system has become an important issue. In order to forecast the power output of a photovoltaic system at 24-hour-ahead without any complex modeling and complicated calculation, an artificial neural network based approach is proposed in this paper. The improved back-propagation learning algorithm is adopted to overcome shortcomings of the standard back-propagation learning algorithm. Similar day selection algorithm based on forecast day information is proposed to improve forecast accuracy in different weather types. Forecasting results of a photovoltaic system show that the proposed approach has a great accuracy and efficiency for forecasting the power output of photovoltaic system.

Photovoltaic/thermal (PV/T) systems combine two collectors, which increase efficiency, reduce cost and space, and produce electricity and heat, simultaneously. Many factors affect PV/T current, voltage, power, efficiency, and heat energy production. For example, the location of the PV system, ambient temperature, irradiance, humidity, dust, and many other factors. Also, different modelling techniques are used to evaluate PV/T efficiency, for example, analytical, regression, numerical, artificial neural network (ANN). The current work aims to predict and assess a PV/T system using ANN models based on an experimental dataset in Oman. The PV/T system with weather station and data acquisition was installed in Sohar, Oman. The weather and electrical data has been recorded. A novel mathematical and ANN model for examining the performance of PV/T systems has been developed.

In [8] is verified the impacts caused in the distribution network voltage regulation when considering 20% of photovoltaic generation insertion. That study showed that in normal operation, without photovoltaic generation, the grid voltage regulator performed the change of the tap 40 times, for a sampling interval of 1 minute for the voltage variation, considering a period of three days. However, when inserting the photovoltaic generation, the intermittent nature of this triggered an increase in the number of changes of the tap of the voltage regulator, reaching 160 changes in the same time interval (three days). That is, there was an increase of 4 times in relation to the previously registered value. This rise is due to the movement of the clouds over the panel, which influence its generation and consequently cause fluctuations in the voltage levels.

These fluctuations require that the voltage regulator acts to guarantee the stability of the system and, consequently, these fluctuations can reduce the useful life of the voltage regulating equipment due to the wear of its physical parts. Moreover, the study suggested that phenomena such as flicker can be observed in the system due to the insertion of PV generation. However, to substantiate this claim, further studies should be developed considering other sampling rates for the system voltage (with intervals of seconds rather than minutes) [8].

In [10], voltage and frequency fluctuation were observed for high penetration levels of photovoltaic generation. Nevertheless, that it is possible to increase the level of PV generation with small impact in the system when the increment is made through small PV systems distributed over a large area [10, 13]. In addition, [10] showed that it is better to PV systems to be implemented in distribution networks with fast response, because these networks do not present so many variations in their frequency levels.

However, for energy quality, not only voltage and frequency fluctuations must be observed, but also the reduction in energy security that PV systems introduce into the grid. This lack of security is linked to the difficulties of planning the operation of the system. The uncertainty in photovoltaic generation makes it impossible to carry out a correct generation planning in relation to the system load, using traditional methods. This scenario affects the stability of the system and ultimately affects the consumer, who does not have the supply of his demand guaranteed.

Therefore, it is important to create solutions for the technical impacts on the network, such as voltage and frequency fluctuation and damage caused to feeder cables and equipment. For these problems, solutions can be applied, such as the implementation of PV systems through distributed micro systems [13, 10], the use of energy storage systems to mitigate variations in generation levels [11] and the updating of certain equipment of the network, that can operate in these new conditions. In addition, it is also extremely important to develop solutions to the impacts caused to network operation planning. In this aim, methods of photovoltaic power forecast became relevant. These methods can be used to predict the power that will be generated by the PV system with a suitable time window, so that the system operator can allocate loads, control the use or not of storage systems, control the rotating reserves, and made all other decisions about the system in a conscious way.

III.  Artificial neural networks

According to Jain et. al. (1996), in its history the artificial neural networks (ANN) have gone through three landmarks. The first in 1943 with the work of McCulloch and Pitts, who were the first to address the subject and to develop the initial concept of artificial neurons. Later, in 1960, the Perceptron network won space for Roseblatt’s work, but was soon discredited because of its limitations in dealing with problems that are not linearly separable, the disadvantage of the single layer perceptron network was highlighted by Minsky in his work. After this drawback, just a few researches were developed in the area until the 1980s.

However, in that decade, the development of the backpropagation algorithm has rekindled researchers’ interest. After that, advances in the area have been notable, new algorithms have been developed and these networks have been used in many different areas, such as economics, health, computing, engineering, among others.

The artificial neural networks, have their basic structure and functioning based on the human brain. Their aim is to emulate the brain’s ability to solve problems . Haykin (1999), defines these networks as follows: “A neural network is a massively parallel distributed processor made up of simple processing units, which has a natural propensity for storing experimental knowledge and making it available for use”. These networks have been applied in several tasks, such as: pattern’s classification, functions approximation, prediction of parameters, systems optimization, among others .

By simulating the behavior of the human brain, these networks have the capacity to learn, to adapt by experience, to adapt to changes in the environment, to generalize solutions, besides being resilient to internal situations of failure. The network learns how to generalize when it can find reasonable outputs to unknown inputs, that means, inputs that were never presented to the network.

Neural networks architecture

Silva et. al. (2010), presents the differences of definition between architecture and topology of neural networks. While the first deals essentially with the arrangement of the network neurons and how information flows between these neurons, the second covers more technical details attributed to the architectures, such as the number of neurons, number of layers of the network, type of activation function of neurons, among others factors.

A simple classification between types of architectures is proposed. In this, the architectures are divided into two categories, defined in relation to the form of connection between the neurons of the network. The difference between these categories is that the one of them encompasses networks that do not have feedback connections between their neurons, while the other deals only with networks that have such connections. These categories are 

· Feedforward networks;

· Recurrent networks.

A more detailed classification was also proposed. This classification has taken into account more aspects to define the categories, such as: the direction of the information flow in the network, the types of layers and the form of interconnection between the neurons. Therefore, the categories are:

· Single layer feedforward architecture, example: Perceptron and Adaline;

· Multi-layer feedforward architecture, example: Multilayer Perceptron;

· Recurring networks, example: Hopfield network;

· Self-organizing map networks, example: Kohonen.

In this chapter we have taken more detailed classification. Regarding the number of layers (single or multiple), ANNs can have three types of layers: the input layer, the hidden layer, and the output layer.
As its name implies, the input layer is the one that receives the preprocessed input data from the external environment (the input data of the problem that is going to be solved, for example). The hidden layers are intermediate layers, their neurons have as inputs the outputs of neurons from the preceding hidden layer. And its outputs are used as input from neurons from another hidden layer. The output layer is the last to receive the network data from previous layers. Its output is the network’s output, ie, is the solution to the proposed problem. The number of neurons that make up this layer are determined by the number of outputs required for the problem.

Therefore, a single layer network has no hidden layers. This type of network, such as the single layer Perceptron, for example, consists of only the input layer and the output layer, and only the output layer has neurons. Hence, when referring to a single-layer network, only the output layer is considered. The input layer is not considered because no mathematical operations occur in it.

In a multi-layer network, in addition to the input and output layers, there are also hidden layers. The neurons of these intermediate layers, act in the construction of the relation between the inputs and outputs of the network. Technically, the greater the number of neurons hidden, the greater the number of connections and, consequently, the greater the generalization capacity of the network. Ergo, a multilayer network can be employed in complex problems that a single layer network would not be able to solve. An example of a multilayer network is the Multilayer Perceptron (MLP).

In relation to the direction of the information flow, feedforward networks have a unidirectional flow, which always follows the path between the input layer and the output layer. These networks are known as  ”static networks” because they produce only a closed output set, rather than a sequence of output values. Furthermore, because they do not have feedback, the past state of the network does not affect its current state, that is, such networks have no memory.

Another type of networks are the recurrent ones, these networks have feedback connections between their layers, so that the output of one neuron can be used as input to another. In order for a network to be considered as recurring, it must have at least one feedback connection. This type of network is also known as dynamic network and is widely used in systems that vary with time, since the past outputs can be used to produce the current outputs.

Finally, in the reticulated networks the input information is inserted in all the neurons of the network and each one has its own output. In this type of network there is no division into layers, the spatial arrangement of the neurons is what defines the adjustment of the synaptic weights.

Training the neural network

It is through training that the network learns. Earlier, it was stated that the ability to learn and adapt through experience was characteristic of ANN, this means that the network learns as if there was a process of  “study” to develop knowledge.

For the network learn about the behavior of a system, examples that model the characteristics of this system must be presented to the network. From such examples, the network has its internal parameters changed and starts to respond differently to its inputs. The ability to learn by example is considered one of the advantages of ANNs over classical methods that depends on equations to model the system. It is considered that the network  “learned” when it absorbs the relations given by the examples of the problem and is able to generalize the solutions to this problem, ie, when it returns responses close to those expected .

The training process is precisely used to create in the network this capacity of generalization. During the training the synaptic weights and the activation thresholds of the network are altered so that the outputs produced by it approximate the outputs expected for the problem.

It is important to note that training is done from a set of samples, examples. Such samples should express the behavior of the treated problem in the best possible way, ie, they should reflect the characteristics of the system that will be studied by the network. It is imperative that the maximum and minimum values of the input variables are part of the training set, since only knowing these values, the network can generalize over the entire domain of the problem. If the network encounters values outside of that domain during its operation phase, its responses will be unpredictable.

Another important aspect is that there should be a set of samples for the training, where the network will learn the relationships between the samples, and another set (totally different) for the validation phase of the network. In this last phase it is verified if the network is able to generalize its knowledge, ie, if it returns valid outputs for unknown input samples.

Another concept widely used during the training process is the concept of epochs of training. A training epoch occurs after all the input-output pairs of the training set are presented to the network. The number of epochs can be used as a training stop criterion. Another stop criterion that can be used is to check if the tolerance for the error has been reached.
In order to execute the learning process a training algorithm is necessary. There are several algorithms, each one with their characteristics. The basic difference between the training algorithms is the way in which the changes in the synaptic weights of the network are made. Also, the way in which the network receives interacts with the environment also differs between algorithm types. This way of receiving information is called as  “learning paradigm” .

The two main learning paradigms are: supervised training and unsupervised training. In supervised training, also known as ”learning with a teacher”, the network outputs for a certain set of inputs are compared to the desired outputs (optimal values) for this same set. Therefore, it is possible to check the error between the desired value and the value obtained by the network. Thus, the training algorithm works by adjusting the internal parameters of the network in order to reduce this error and ensure that the network obtains answers that are closer to the desired ones.

Normally the mean square error function is used to evaluate the training. The objective of learning is to  “walk” through the surface of this function in search of its global minimum, which would be the optimal value, since it is desired to reduce the error as much as possible . The training is completed when it is considered that the network is presenting sufficiently satisfactory answers to the inputs that are imposed to it, ie, when it reaches a satisfactory minimum value of the function error.

In the other hand, the unsupervised training does not have the desired output values to be compared to the output values generated by the network. Learning is done through the network self-organization, the network searches for similarities between input samples and tries to create patterns and sets with them. Based on this categorization the network changes its synaptic weights internally.

Reinforced training is another type of learning paradigm. This type of training is considered by Haykin (1999) as a sub-category of unsupervised training and by Silva (2010), as a sub-category of supervised training. In any case, training with reinforcement seeks to interact with the external environment, extracting from it all possible information. This information is used to measure network performance, however, it should be noted that this information does not include the desired network outputs. The information only include parameters to indicate whether the network response is satisfactory or not and the network adjusts its weights based on this indication.

Topology of the neural network
The performance of a neural network in a given problem depends on many factors besides the choice of its topology, such as data set characteristics and initial values chosen for the weight matrices. But network topology can also greatly influence this performance.

To decide which network topology to use, some methods can be applied. The most common is cross-validation. According to [23], there are three types of cross-validation methods:

Random subsampling cross-validation: In this method, the data set of the problem is randomly divided into two other sets: the training set and the test set (or validation set). Usually, in literature , this division is made considering from 60% to 90% of the input-output patterns for the training set. And the others 40% to 10% are assigned for validation. For each topology the training can be repeated several times, for each time the division of the sets is randomly remade. In the end, the global performance of the topology is obtained based on the performance in each time.

K-fold cross-validation: For this approach the data set is divided into k parts, where one part is used for the validation set and the others compose the training set. For each topology the training-testing process is repeated k times, until all parts are used as test set. As before, the global performance is given in relation to the performance for each training-testing process.

Leave-one-out cross-validation: For this method, only one input-output patterns is used as the test set, while all the other patterns stay in the training set. The learning process occurs until all the patterns are used as test set.

Other considerations about artificial neural networks

In literature is stated that more the number of neurons, more the network can generalize and therefore, lower is the training error. This statement is true as long as the network over fitting does not occur. In other words, a network with to few neurons will have trouble in generalizing and its errors during the training phase and the test phase will be very high.
In the other hand, the over fitting is the situation where the network has an unnecessarily large number of neurons and end up decorating the responses during the training phase. Thus, the network has a very low error during this phase

Also, the initial guess of the network’s weights is very important, because it can highly affect the convergence. During its learning and its operation, the network ”walks” through the surface of the mean square error function in search of its minimum value, which is called global minimum, this is the optimal solution and it is the one that the network designer wants to find.

Depending on the values, the network may travel a path that takes it to a local minimum point and it may not be able to get out of this point, considering that this is the optimal solution. To avoid this situation, the network might be trained a few times so that the starting point of operation is changed and different paths are travelled.

The last important topic that should be checked for the implementation of neural networks is the normalization that should be applied to the input data. This normalization process is necessary because it avoids saturation of the network activation functions. With this process, the output values obtained by the network will also be normalized and must go through the opposite process to be used in practical situations.

IV. Results and Discussion

Selection of the inputs and outputs for the ANN model. As mentioned above, to train and validate the ANN a set of data is required. For networks with super vised learning, as the MLP, it must contain the inputs of the network and the respective desired output. Since this work aims at analyzing the prediction of power generated by a photovoltaic system, the desired output is the generated power itself and the inputs are chosen based on variables related to this generation. The climatological variables have strong influence over solar generation. Therefore, those were chosen to form the input vector of the network.

[image: image4.emf]


Fig 4 Black Box Model

Training and validation set

The data of input and desired output variables were divided into training and validation set. In this study, the division of the total data set was made considering 70% for the training and 30% for the validation, according to random subsampling cross-validation method. The format of the input output set is as shown –
	X1 (Temperature)
	X2 (Humidity)
	X3 (Wind)
	d (Real Photovoltaic Power)

	16
	93
	11
	82.4

	17
	84
	12
	83.8

	20
	83
	18
	85.6

	.
	.
	.
	.

	26
	59
	13
	94.1


Training and testing of ANN Network Analysis :

Four different approaches of ANN were used in this study as a comparison proposed to have better results. All these employed multilayer perceptron networks, but each one considered a distinct structure for the network, as described below:

· Feed forward back propagation network

· Feed forward distributed time delay network

· Cascade forward back propagation network

· Elman backprop network

Feed forward back propagation network

Feed forward back propagation artificial neural network model shown in Fig. consists of input, hidden and output layers. Back propagation learning algorithm was used for learning these networks. During training this network, calculations were carried out from input layer of network toward output layer, and error values were then propagated to prior layers. Feed forward networks often have one or more hidden layers of sigmoid neurons followed by an output layer of linear neurons. Multiple layers of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relationships between input and output vectors. The outputs of a network such as between 0 and 1 are produced, then the output layer should use a sigmoid transfer function.
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Fig5 Feed forward backprop network
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Fig6 Performance of feed forward backprop
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Fig 7 Training State of feed forward backprop
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Fig8 Regression of feed forward backprop 

Feed forward distributed time delay network
Distributed delay networks are similar to feedforward networks, except that each input and layer weights has a tap delay line associated with it. This allows the network to have a finite dynamic response to time series input data. This network is also similar to the time delay neural network, which only has delays on the input weight.
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Fig9 Feed forward distributed time delay network
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Fig10 Performance of feed forward distributed time delay
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Fig11 Training state of feed forward time delay
Cascade forward back propagation

Cascade forward back propagation model shown in Fig. is similar to feed-forward networks, but include a weight connection from the input to each layer and from each layer to the successive layers. While two-layer feed forward networks can potentially learn virtually any input output relationship, feed-forward networks with more layers might learn complex relationships more quickly. Cascade forward back propagation, ANN model is similar to feed forward back propagation neural network in using the back propagation algorithm for weights updating, but the main symptom of this network is that each layer of neurons related to all previous layer of neurons.

[image: image12.png]




Fig12 Cascade forward back propagation network

Tan-sigmoid transfer function was used to reach the optimized status. The performance of cascade forward back propagation and feed forward back propagation were evaluated using Mean Square Error (MSE). The training of the neural networks was carried out with various numbers of nodes in the one hidden layer and various target accuracies. The data set is trained and tested by using feed forward back prop neural network and cascade forward back propagation neural network having one hidden layers using tan sigmoid transfer function for one to five numbers of neurons.
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Fig13 Performance of cascade forward back propagation
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Fig14 Training state of cascade forward back propagation
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Fig15 Regression of cascade forward back propagation

Elman backprop

The Elman network commonly is a two-layer network with feedback from the first-layer output to the first layer input. This recurrent connection allows the Elman network to both detect and generate time-varying patterns. A two-layer Elman network is shown below.

[image: image16.png]




Fig16 Elman backprop network

The Elman network has tansig neurons in its hidden (recurrent) layer, and purelin neurons in its output layer. This combination is special in that two-layer networks with these transfer functions can approximate any function (with a finite number of discontinuities) with arbitrary accuracy. The only requirement is that the hidden layer must have enough neurons. More hidden neurons are needed as the function being fit increases in complexity. Note that the Elman network differs from conventional two-layer networks in that the first layer has a recurrent connection. The delay in this connection stores values from the previous time step, which can be used in the current time step. Thus, even if two Elman networks, with the same weights and biases, are given identical inputs at a given time step, their outputs can be different due to different feedback states.
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Fig17 Performance of Elman backprop
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Fig18 Training state of Elman backprop
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