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Abstract- In today’s world, people have accessing huge amount of videos, both on internet and television. But the amount of video data is large and it is increases day by day as the technologies grows. So the video data storage, classification for indexing, filtering and retrieval is big issue. So it is very difficult for a human being to go through it all videos to search a particular video and it is time consuming, but the user want particular category of video or  video genre within a short of span. So that there is a need to classify the videos based on their genre, subgenre, research has begun on automatically classifying videos.
Many work has been done for classification of videos in a certain categories or genre and sub-genre, by filling the semantic between  low level features of video and  high level concepts, so that user can find their specific interest of video within a narrow domain. There are different techniques have been developed for good understanding of video content and various video features have been recognized for best representation of videos. There are different techniques have been developed for good understanding of video content and various video features have been recognized for best representation of videos. Such as Gaussian Mixture Model (GMM), Neural Network (NN), Bayesian, Hidden Markov Model (HMM),Support Vector machine (SVM).

Object based video classification method has been adopted in our work. The video classification system can be roughly divided into two major components: a module for extracting video features from key frames and another module to find feature similarities between video frames and the object from the database. Here the proposed project work is to classify the videos from repository by the method of extracting regions of interest from each key frames of input video clip. Then from these regions of interest kept as features, are compared with features of objects for video recognition using MSER algorithm. Finally we retrieve the videos from repository by understanding constrained user text query is presented. The method is evaluated by experimentation over dataset containing different types of videos i.e. cricket, football, cartoon, news, and movies.

I. Introduction

In today’s world, people have accessing huge amount of videos, both on internet and television. But the amount of video data is large and it is increases day by day as the technologies grows. So the video data storage, classification for indexing, filtering and retrieval is big issue. So it is very difficult for a human being to go through it all videos to search a particular video and it is time consuming, but the user want particular category of video or  video genre within a short of span. So that there is a need to classify the videos based on their genre, subgenre, research has begun on automatically classifying videos.
Digital videos can be automatically classified into various categories or various genres & subgenre is an important issue in the field of video analysis. As the technology grows in video broadcasting control, video classification based on their content is very important for web multimedia administration; website can basically classify and filter a large amount of videos based on their content. It also takes advantages in HDTV (High Definition TV) and VOD (Video On Demand) applications.

There are various approaches for automatic video classifications have been attempted; approaches are divided into 4 groups.

i.   Text based approach

ii. Audio based approach

iii. Visual based approach

iv. combined text, visual, and audio features

Most of the works reported on text based classification, but visual and audio based classification of videos work is less. So that our work is concentrated on classification of videos based on the content of input videos i.e. object based classification of video (object is a small Element in an image).

Content based video classification is continuously needed for many application for example creating automatic video summarization, detecting specific action, for retrieving video sequence or activities in a video surveillance.
Need for Video Classification 

In this world, today’s generation have accessing huge amount of videos both on internet and television. But the amount of video data is large and it is increases day by day as the technology grows. So the data storage, classification for indexing, filtering and retrieval is big issue. So that it is very difficult for a human being to go through it all to search a particular video  and it is time consuming, but the user want particular category of video or genre within a short of span. So that there is a need to classify the videos based on their genre, subgenre, research has begun on automatically classifying videos.

Problem Definition & Proposed Approach 
Video classification is a crucial task when classifying the videos from large repository. The video classification system can be roughly divided into two major components: a module for extracting video repository by understanding constrained user text query is presented. The method is evaluated by experimentation features from key frames and another module to find feature similarities between video frames and the object from the database. Here the proposed project work is to classify the videos from repository by the method of extracting regions of interest from each key frames of input video clip. Then from these regions of interest kept as features, are compared with features of objects for video recognition using MSER algorithm. Finally we retrieve the videos from over dataset containing different types of videos i.e. cricket, football, cartoon, news, and movies.
RELATED WORK

Many research studies have been done to develop efficient video classification system. Each system follows different method of implementation. The survey seeks to provide a brief overview of researches done by many researchers on video classification for indexing and retrieval based on visual information such as graph matching, image, object, color, edge, motion etc. This section summarizes several techniques to provide historical perspective.
MPEG-1 videos can be classified using Decision Tree classifier presented in [1]. But the decision tree is useful for optimal solutions only to the local, not to the global ones, thus the construction of decision tree is inaccuracy.
Gaussian Mixture Models (GMMs) that can be used to classify the videos into different categories & it also makes video classes according to their genre and PCA is used to reduce the dimensionality of video & audio features presented in [2], but it is not proper classify the videos.
A video classification model is built based on Hidden Markov model (HMM) presented in [3]. But this approach takes a comparatively low level simple features and it takes very large amount of training data for building a classification model, which includes heavy workload and time consuming. So that it is to improve the performance of the video classification algorithm, there is a need to re-examine the features of videos according to their video genres, and the classification policies must be compared to decrease complexities and improve the performance of video classification.

Bag of Visual Words as a model for identifying the local image features and improve the performance of image representation is presented in [4][5].But this approach has 2 disadvantages

First being ignored the spatial information of an image, so that the location information of an image block is ignored. Second one is Performance of the Accuracy of image classification is decreased, because each & every image block is represented by same visual vocabulary and it is not correct. 

To segment and locate each & every moving objects in a video, an Efficient Motion Segmentation method is presented in [6].This method allows segmenting and locating on any number of moving objects in a each & every videos in an appropriate manner. And it also extracts the features of each tracked objects and then filtered & indexed in a database. But this system takes a long time for indexing if the video size is large. Because the each & every moving objects has to track in a video. Even though this system requires lot of information on specific objects for retrieving a particular video of interest.

To classify the videos using pre-defined class labels of text is presented in [7] [10]. This method is useful for searching the particular video clips, and it is some sort of similar to the traditional video search engines i.e. text-based. However, this system has advantages only when the images of a video clips, that have been already seen and it is attached properly with pre-defined class label. This system requires reprocessing of all the video clips again, when adding new class label, which is consumes lot of time and also extra space required.
Content based video retrieval approach is presented in [9] by using JSEG segmentation method.

In which every I/P frame is segmented into regions in that 10 largest segmented regions have been selected as objects, then color & texture features of tracked objects are used to describe the video clips. However this system is useful only when content based video retrieval. But this system includes extra step of segmentation of I/P frames. And it also takes extra time for processing of video clips which is provided as input for retrieval purpose, which is not efficient.
In today’s world people have accessing a large amount of videos both on internet and television. But the amount of video data is large and it is increases day by day as the technology grows, even user also needs fastest video retrieval system, and they can search their video in narrow domain. But the existing popular video searching engines in [11] [12] are based on text annotations and descriptions of the video clip which is provided as a input by user. But these engines require extra time for matching user input keywords against largest database of text annotation. However, this system always requires intensive man power and extensive time to describe and to annotate those video clips.

A multimedia(videos, audio,  image) data mining framework for extracting of events of soccer goal in soccer videos, by using decision tree and analysis of multimodal features is presented in [13] [15]. This system also proposed a common framework for filtering & indexing and also for summarizing sport videos (cricket, football, soccer, table tennis).

To classify the videos & for efficient searching of frequent and rare video events, a robust GMM classifier is build is presented in [16]. This classifier identifies the real time incoming events for indoor surveillance.

The system presented in [17] [18] which employ a multimodal video indexing. It covers different aspects and issues in video indexing and the approaches that are used. But Multimedia data (video) does not have a single unique semantic, so this approach does not address this challenge.
Requirements for region detection
•For detecting the regions in a frame, translation, scaling, rotation i.e. transformations should be considered are illumination changes and full affine transform (i.e. from a different viewpoint a region should correspond to the same pre-image. Changing Viewpoint can be approximated locally by affine transform if assuming locally planar objects and orthographic camera, that is ignoring perspective effects).
•Region detection should be repeatable and stable, and capable to discriminate between different

 regions.
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                 Fig. Detection of Regions

Maximally Stable Extremal Region

· MSER –It is a method for detecting distinguished regions in a gray scale image.

· It extracts a number of covariant regions called MSER’s from the gray scale i.e. 2D image.

· These regions have taking through the same wide range of threshold i.e. intensity function of extremal property, inside the region and its outside the boundary.

· All pixels below the given threshold are marked as whiteand and above or equal are marked as black.

· If we are shown a threshold image ‘I’ with frame corresponding to the threshold ‘t’, then black image will seen first ,after that whitespots  related to the intensity of local, minima will appear then grows higher.

· These whitespot merges until & unless whole image is white.

· The connected of all components in a sequence is a bunch of extremal regions.

· Elliptical frames attached to the MSER’s by finding ellipse to the regions. These regions

descriptors are as features.

· The word extremal refers to the property of the pixels within the MSER’s that have higher or lower intensity than the pixels on its outer boundary.

· This operation is carried out by performing first filtering all the pixels by the value of gray & then increasingly adding all pixels to the connected component by changing threshold, the area is monitored ,regions are varied wrt the minimal threshold are defined as maximally stable.

· let’s make all the pixels below the threshold are marked as white and remaining are black.

· As we increasing the threshold, we seen sequence of threshold   image sweeping from black to whitespots, we observe black image to image where whitespots appear will grows larger by merging up to the final image.

· Over the greater range of threshold the binarization is stable & will appear some invariance’s to the affine transformation of image intensity and scaling.

 MSER Processing
The MSER extraction implements the following steps

1. Perform a simple luminance thresholding of the image for sweeping a threshold of intensity

    from black to white.

2. Then extracts all connected components i.e. regions of extremal.

3. Identifying the threshold when a regions of extremal becomes “Maximally Stable” i.e. region

   grows slowly after some range its growing stop and  its region shape approximately become 

   ellipse.

4. Those region descriptors are kept as features.

However it might be rejected, even if an extremal region becomes Maximally Stable if

i) It is too large (parameter MaxArea).

ii) It is too small (parameter MinArea).

iii) It is too variations i.e. unstable.

iv) It is similar to its parent MSER.
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Margin = the number of thresholds for which the region is stable

Fig. Identification of internal & external regions
Proposed Algorithm

Step 1: Read the user input video archive.
Step 2: In the next step the videos from video archive are converted into frames (one video at a time is converted into number of frames).
Step 3: Each frame is then compared with the previous one and motion is detected. Frames with significant motion differences are separated as key frames.
Step 4: On every extracted key frame boundary region is detected by using Affine Invariant Intensity Extremal–based algorithm, and then the features are extracted around the boundary region.
Step 5: Crop the Objects from different video frames and these objects are stored in a database.
[image: image1.emf]Step 6: Then the features of key frames are matched with the stored objects by using MSER matching algorithm. If it is matched then corresponding video is stored in the appropriate database.

Step  7: Otherwise it will matches with the next stored objects. 

Step 8: User text input is then matched with video name to identify which videos the user is asking for, if match is found retrieve the specified video.
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Key frame identification/extraction 
Key frame extraction and Video segmentation are the bases of video processing, for analysis & retrieval purpose. To provide a correct video summarization for genre and sub genre classification of videos for video indexing, filtering and retrieval, A Key frame extraction, is an essential part in video analysis. By using key frames which reduces the amount of data required in video classification for indexing & retrieval and for dealing with the content of video it also provides the framework.
Here the proposed method works on group of key frames extracted from a frames of video.  It  takes  a  list  of  key frames  in particular order  in which  they  will  be  extracted based  on  motion descriptor that  specify  whether  two video frames  are  similar or dissimilar.  It’s  main  function  is  to  choose smaller  number  of  video  representative  of  frames.  It starts from 1st frame from sorted list of files. If consecutive frames are having same motion description, then two frames are similar. Repeat process till frames are similar, delete all similar frames & take 1st as key -frame. Start with next frame which is outside threshold & repeat the same procedure for all frames of video. The below figure shows the snap shot of key frames for cricket video.
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Fig.simple snapshot of Key frames of cricket video
Identification of Boundary Regions

· For detecting the regions in a frame, translation, scaling, rotation i.e. transformations should be considered are illumination changes and full affine transform.

· Region detection should be repeatable and stable, and capable to discriminate between different regions.

· Color image i.e. 3D image can be converted into gray image i.e. 2D image.
· Using MSER method for detecting distinguished regions in a gray scale image.

· It extracts a number of covariant regions called MSER’s from a gray scale i.e. 2D image.

· These regions have taking through the same wide range of threshold i.e. intensity function of extremal property, inside the region and its outside the boundary.

· All pixels below the given threshold are marked as whiteand and above or equal are marked as black.

· If we are shown a threshold image ‘I’ with frame corresponding to the threshold ‘t’, then black image will seen first ,after that whitespots  related to the intensity of local, minima will looks, then grows higher.

· These whitespot merges until whole image is white.

· The set of all connected components in a sequence is a set of all extremal regions.

· Elliptical frames attached to the MSER’s by finding ellipse to the regions. These regions

descriptors are as features.
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Fig .simple snapshot of boundary region detection
Feature Extraction
The feature extraction method implements the following steps using MSER algorithm

1. Perform a simple luminance thresholding of the image for sweeping a threshold of intensity from black to white.

2. Then extracts all connected components i.e. regions of extremal.

3. Detecting a threshold when a regions of extremal becomes “Maximally Stable” i.e. region grows slowly after some range its  growing stop and  its region shape approximately becomes ellipse

4. Those region descriptors are kept as features.

Datasets
We have collecting 100 of videos from YouTube website (www.youtube.com) and that will be used as datasets for performing experiments on it. These videos contain the different categories of objects such as cricket, football, cartoon, news and movies. The sample snapshot for the input videos of the proposed system is given in Figure. 
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        Fig. Sample Snapshot of User Input Dataset

Fig 5.2 Simple Snapshot of Cricket Video Objects

Performance Analysis 

The performance of the proposed system is measured on the input dataset using the accuracy rate. Fig 5.5 shows the graph of accuracy rate, for performance analysis, videos from each category are given to the proposed system and results are evaluated which are shown in table 5.1 as follows.

It is also important to know the accuracy of the proposed system which is measured as 

AccuracyRate=No. of times correctly videos classified
No. of tests conducted

  

   No. of tests conducted
Table 5.1 Experimental results
	VIDEOS
	Accuracy

	Cricket 
	     96

	Football
	80

	Cartoon
	92

	News
	90

	Movie
	86
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Fig. Graph showing experimental accuracy rate.

The above calculated accuracy rate may differ as the number of videos in the dataset increases. In the proposed work user query text is case sensitive.

Conclusion
In this proposed system, videos are classified into different categories or genre that can be used for indexing and retrieval purpose. First sample of video can be converted into frames, Each frame is then compared with the previous one and motion is detected. Frames with significant motion differences are separated as key frames.
On every extracted key frame boundary region is detected by using Affine Invariant Intensity Extremal–based algorithm, and then the features are extracted around the boundary region.  Crop the Objects from different video frames and these objects are stored in a database. Then the features of key frames are matched with the stored objects by using MSER matching algorithm. If it is matched then corresponding video is stored in the appropriate database. Otherwise it will matches with the next stored objects.  User text input is then matched with video name to identify which videos the user is asking for, if match is found retrieve the specified video.

Experimental results show that this algorithm performs well in the object based video classification.
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On every objects boundary region is found by using Affine invariant Intensity Extremal–based algorithm








 Features are extracted from Objects and Key frames are matched using MSER matching algorithm
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