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**ABSTRACT: Plant diseases are a regular cause of low yields and lessen the income for farmers. Detecting plant diseases is an important task in the agribusiness sector because plant diseases are common. To detect diseases in the leaves, it is necessary to constantly monitor the plants. However, manual detecting of diseases consumes a more period and effort. Hence, it is better to have an automated system. This analysis describes identification of plant leaf disease detection using hybrid Artificial Neural Networks (ANN) and Convolutional Neural Network (CNN). The characteristics are detected for the non-infected and infected regions of the leaf. The complete data set containing of 300 images and classified for training and testing. These images are executed with the described technique as well as it is classified as infected or non-infected. Hybridized model achieves 98% of Accuracy, 97% of Precision and 96% of Recall. Observational output shows that plant infections will be classified exactly.**
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**I. INTRODUCTION**

Agriculture is the major employment in India. Agriculture is significant to economy for every country. Advances in the agricultural sector are mainly aimed at meeting the demands of the growing population [1]. At current situation agriculture sector requires an upgrade for survival. Crops are infected by bacterial and fungal disorders. Due to this, there is a major

loss in production of the farmers. To get optimum production, the crop must be healthy.

In a country like India, whose economy is heavily dependent on agriculture, technology plays an important role for humans when it comes to food production. Much of the world's populations are dependent on their huge economy. Also economic development performs a significant part in growth of any country and it’s GDP (Gross Domestic Product). The effect of this economy is completely dependent on agriculture. Hence, various aspects of farming affect the quality and quantity of grains and vegetables [2]. These grains and vegetables are susceptible to various infections because of various climatic conditions in various locations. Hence, the output of growers in any country faces high damages due to these diseases.

Diagnosing diseases with our eyes always remains a complicated process. To do that, it is essentially constant to monitor the farm [3]. This is a mechanical process. It is also expensive when the land size is more. Because of difficulty of the agricultural specialists are unable to identify the infection simply and detect an answer for the issue. An automated model for detecting plant diseases can be significant benefit for farmers. This model acts as a device to notify farmers at the exact time and make important precautions. Different infections that affecting the plants, which causes damage to plant parts like leaves, fruits, seeds etc. These infections are specific for various parts of the herb. Leaves are the significant region of the herb. If a plant's leaf is infected, it disrupts the herbs life cycle. Infections which are regularly affect leaves are bacterial, fungal disease etc. Therefore, early diagnosis of Infection is very important.

Various approaches have been developed to improve plant disease classification results, including modified versions of well-known DL (Deep Learning) models, different training methods, data augmentation methods, cascaded versions of two successful DL architectures, etc. For example, the popular GoogLeNet model has been enhanced to get better test accuracy for detecting maize leaf blight in a short period of duration because of a smaller number of aspects [4]. Correspondingly, a modified CNN architecture inspired by the Alexnet model is proposed, which has a smaller number of filters and nodes in the convolutional layers, which clearly reduces the total parameters compared to the original model and successfully detects the disease in tea leaves [5].

Machine learning, particularly CNN or its variant, has appeared as a new system in image classification and object prediction in recent times [6]. Spectral information is significant in categorization work in Hyperspectral Imaging (HSI). Anyhow, some bands will risk executing work, with fewer bands containing more significant data than others. Some of the traditional machine learning algorithms used to extract needful data from spectral bands are principal component analysis, independent component discriminant analysis, and linear discriminant analysis [7]. There are many methods to predict various kinds of diseases in plants in its early period. The aim of this paper is to detect the plant leaf disease implementation using two various ML models namely, CNN and ANN. Conventional methods of plant disease detection include naked eye observation techniques and are not effective for large crops. Disease detection in plants using digital image processing and machine learning is efficient, consuming short duration and accurate. This technique saves time, effort, labor and use of pesticides. This approach will become a little contribution for agriculture fields.

The remaining part is organized as follows: Section II expands the concepts of Related Work. The described plant leaf disease detection system is described in Section III. Section IV analyzed the observational outputs and describes about performed accuracy. In Section V, the paper is concluded.

**II. LITERATURE SURVEY**

Saradhambal. G, Dhivya.R, Latha.S, R.Rajesh, et al. [8] proposed recent techniques which are utilized for disease prediction. They described Otsu threshold algorithm as well as K-means algorithm for image segmentation. Color co-occurrence techniques as well as leaf color extraction by utilizing H as well as B components for feature extraction are explained. And compared ANN and Back Propagation Neural Network (BPNN) classifiers to classify the diseases.

Y. Lu, S. Yi, N. Zeng, Y. Liu, and Y. Zhang, et. al. [9] proposed Convolutional Neural Network based innovative rice disorder identification technique with image preprocessing to detect and identify the diseases using 500 original images from rice empirical field. In addition, the described technique showed high accuracy because of 10- fold cross-validation scheme, higher feasibility and efficiency, faster convergence rate and greater detection capability than conventional techniques of ML.

Amara, J., Bouaziz, B., Algergawy, A., et. al. [10] made utilization of CNN named LeNet for classification of disorder on banana leaf. For the image processing part, image resizing and leaf images were converted to gray scale to change the images to a standard scale for later processing. In categorization system, fully connected layers utilize neurons which are connected to every neuron for the followed layer, thus neurons has entire connections to all feature maps produced by the pervious layer. The described framework is capable to provide better outputs in terms of accuracy 98%.

Sengupta S., Das A.K., et al. [11] made a categorization system for detecting disorders in rice. They utilized incremental classification in a similar way that performs on the principle that knowledge obtained from information will be utilized with currently obtainable information to generate an upgraded classification. The classifiers were made following a rule based model called Particle Swarm Optimization (PSO). In this design, optimized classification rules are created for dynamically increasing information utilizing the concept of association rule mining and Particle Swarm Optimization algorithm. Characteristics like pattern and quality have been used to characterize rice disease; this characteristic includes spot pattern, region, circumference, etc. The accuracy of the model is 85%.

Prabhjeet Kaur, Sanjay Singla, Sukhdeep Singh, et al. [12] described a technique for detecting disorder that will perform in the cucumber plants. Segmentation of non-infected as well as affected regions is accomplished using constant shape detection model. The characteristics like color, shape, and texture will be obtained. The characteristics are provided to SVM (Support Vector Machine) that executes the important categorization. They concluded that an output executed from the Support Vector Machine is better when compared that obtains from neural networks.

M. Jhuria, A. Kumar and R. Borse, et. al. [13] describes the neural networks models to predict as well as observe the disorder for fruits herbs from plantation to harvesting. The number of three features vectors, which are obtained includes color, morphology and texture. The morphology characteristic obtains 90% of accurate outputs that compared with two different vectors.

Revathi, P., Hemalatha, M. et. al. [14] described a novel model for prediction of visual disorder of the plant. Digital pictures of herbs are generated and pre-processed. The obtained techniques, like edge detection, color space and textural elements, are executed. The characteristics which are obtained are forwarded to classifiers. This analysis targets the affected area for detection in cotton leaf by utilizing image processing.

Camargo, A., Smith, et. al. [15] analyzed an Algorithm for Perpetuating Visual Traits of Plant Diseases by Color Image Analysis. The described model starts at changing Gray scale image of affected leaf for color changing like I3a, I3b and H. Initially, the changed picture is segmented by using intensity distribution in histogram. This method is particularly utilized to aim a particular picture which has high intensity distribution. If the segmentation method is over, the part executed is then performed to remove pixel parts, which are out of the focused area. The outputs achieved the basis and were effectual in detecting plant pathogens.

**III. HYBRID PLANT LEAF DISEASE DETECTION**

The framework of identification of plant leaf disease detection using hybrid Artificial Neural Networks (ANN) and Convolutional Neural Network (CNN) is represented in below Fig. 1.
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**Fig. 1: FRAMEWORK OF PLANT LEAF DISEASE DETECTION**

The leaves of the plant are susceptible to many diseases. This may be because of humidity and natural situations. Common disorders include viral, bacterial and fungal disease. This leads to a transform in color patterns. The changes are hard to distinguish due to same patterns. Hence the early prediction of these disorders can prevent damage. A ML method for plant disoder classification is described in this analysis.

The images were collected from the rural area of Panpoli village in Shenkottai taluk, Tirunelveli district, Tamil Nadu. A number of 300 leaf sample leaves were taken from normal as well as affected parts from field. Pictures are captured by utilizing the Redmi Note 5 camera with high resolution and then cropped to 256x256pixels. The image is in RGB format.

A preprocessing method is executed to separate any noise that enhances the image features. Pictures are pre-processed using contrast improvement. It improves image contrast by mapping the input intensity to a recent value. At the time of image pre-processing, Red Green Blue pictures are transformed to hue, saturation, and value pictures, because performing with HSV (hue, saturation, and value) is easier to distinguish colors.

Image segmentation is third step in presented method. Image segmentation is a method executed to classify a digital image into many segments that aid in simple detection. The segmented images are clustered into different sectors using K-Means classifier. The choices of K are highly significant in the K-means clustering method. Selection of three values by utilizing trial and error method, third value of K was determined.

This step is critical for image classification. Alternative of selecting the complete picture, they obtained features from the affected area only. A Gray Co-occurrence Matrix (GLCM) is utilized to obtain characteristics. It is utilized to detect the spatial variation of Frey level in a picture. Few features which can be obtained from a picture using GLCM are Contrast, Correlation, Energy, and Homogeneity. Remaining characteristics like Mean, Standard Deviation, Entropy, Root Mean Square (RMS), Variance, Smoothness, Kurtosis, and Skewness are extracted using Matlab commands.

At this stage mostly green pixels are masked. Here, they calculate threshold value utilized for these pixels. Then highly green pixels are masked as follows: If pixel intensity is lower than a precomputed threshold value, Red, Green and Blue (RGB) components of this pixel assigned value is zero. In affected groups, boundaries separate masked cells.

Hybridized classification model is used in this approach and used classifications are ANN and CNN.

An ANN is a computational system depended on pattern and purposes of biological neural networks. It obtains knowledge by instructing. Therefore, it should be trained to enhance the accuracy of classification. Artificial Neuron Network contains of three layers that are internally connected. The initial layer forward the information to the second layer and it forward the described information to the third layer. In the described model, three hidden layers are selected with 'N' numbers of input (N=1, 2,….8). Hence, result layers produce categorization output as usual and a diseased leaf picture. If estimated value is higher than 0.5, the healthy leaf determined otherwise disease affected.

Convolutional neural network is variation among the ANN and is highly utilized for categorization, image processing, segmentation tasks, etc. Convolution means sliding a filter over the picture to know few significant characteristics of the input image. They realized that a picture is matrix filled with few numerical values. The invisible layer of a CNN consists of convolutional layers, pooling layers, fully connected layers, and a normalization layer, where result of invisible layers is fed to an activation operation. A twisted two-dimensional layer consists of a flat layer and a dense layer connecting between them. For this model ReLU or Rectified Linear Units are used in the form of enable function. In the framework, softmax is described, based on activation high likelihood for forecasting. The equation for the SoftMax function is given below:

Here, W signifies x and W's internal product.The ANN and CNN classifiers classify the collected image which is normal or infected.

**IV. RESULT ANALYSIS**

In this section, categorization outputs of tomato and potato leaf pictures are described by performing a set of analysis on a dataset that includes two classification as uninfected and infected leaf pictures to represent the execution of the observational outputs. A total of 300 leaf samples were taken from healthy as well as affected parts of field. Pictures are captured using the Redmi Note 5 camera with high resolution and cropped to 256x256pixels. 70% of leaf pictures were utilized for the training dataset and the rest of the 30% were used for the testing dataset.

Accuracy, Precision and Recall are different parameters used in this analysis for performance evaluation.

Accuracy:

Accuracy means the ratio of exactly estimates for complete detections. Accuracy can be mentioned as capability to accurately detect result of a situation.

Recall:

True positive rate, sensitivity, or recall defined as measure which explains the proportion of true instances that exactly have diabetes with the true positive instances.

Precision:

Positive detected value or precision is number of exact positive scores divided by number of true scores detected by the categorization algorithm represented in below equation (4)

Where,

1) True Negative (TN) – A percentage of healthy leaves which are exactly grouped.

2) True Positive (TP) – A percentage of diseased leaves which are exactly grouped.

3) False Positive (FP) - The percentage of healthy leaves which are not exactly grouped like diseased leaves.

4) False Negative (FN) - The percentage of diseased leaves which are not exactly grouped as healthy leaves.

The performance of leaf disease detection systems based on different classifiers such as hybridized model (ANN+CNN), Support Vector Machine (SVM) and K- Nearest Neighbor (KNN) are compared in below Table 1.

**Table 1: COMPARATIVE PERFORMANCE ANALYSIS OF DIFFERENT CLASSIFIERS**

|  |  |  |  |
| --- | --- | --- | --- |
| **Parameters** | **SVM** | **KNN** | **ANN+CNN** |
| Accuracy | 87 | 89 | 98 |
| Precision | 86 | 87 | 97 |
| Recall | 88 | 86 | 96 |

Graphical representation of Recall and Precision values of the different classifiers are shown in below Fig. 2.

**Fig. 2: PERFORMANCE COMPARISON**

Graphical representation of Accuracy of hybridized model (ANN+CNN), SVM and KNN is represented in below Fig. 3.

**Fig. 3: ACCURACY ANALYSIS OF DIFFERENT CLASSIFIERS**

Therefore from results it is clear that, hybridized model (ANN+CNN) has high efficiency than the other machine learning models as CNN and Multi layer perceptron (MLP) in terms of Accuracy, Precision and Recall. Hybridized model achieves 98% of Accuracy, 97% of Precision and 96% of Recall.

**V. CONCLUSION**

In this analysis, identification of plant leaf disease detection using hybrid Artificial Neural Networks (ANN) and Convolutional Neural Network (CNN) is described. Farmers are facing issues due to not being able to identify disorders in plants manually. Also, specialist instruction is difficult for farmers. It would be beneficial to have an automated mechanism to detect plant diseases. The image was captured for healthy as well as diseased region using Redmi Note 5 camera with high resolution. The segmented images are clustered into different sectors using K-Means classifier. Gray Co-occurrence Matrix (GLCM) is generated to obtain characteristics. Accuracy, Precision and Recall are different parameters used in this analysis for performance evaluation. Comparative performance analysis is made among three classification models as described hybridized model (ANN+CNN), Support Vector Machine (SVM) and K- Nearest Neighbor (KNN). Hybridized model achieves 98% of Accuracy, 97% of Precision and 96% of Recall. The described hybrid model classifies the leaves very efficiently than other classifications. At present, they classify the diseases as infectious. However, for future work, they plan to categorize every disease by its name.
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