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***Abstract***

Resources are often scarce, and projects will constantly need them. The act of allocating and scheduling the available resources in the most effective and efficient way is known as resource allocation[24]. Therefore, a project manager's responsibility is to choose the best time for those who must adhere to the project's timetable. Allocating resources to a project In accordance with the business plan and the resources at hand, management is a continual activity that must be performed effectively. This study employs the Flower Pollination Algorithm to try to solve the resource allocation problem (FPA). First, the historical project data from the organization is taken into account to extract the necessary features using FPA and input them into the machine learning algorithm for decision-making. This approach benefits the project leads and management. This method helps the project managers/leads to save their time in allocating the task to the right person and it does very efficiently without any bias in allocation.

***Keywords: Scheduling, Flower Pollination, Resource allocation, Machine learning.***

1. **Introduction**

Because human resources must be distributed manually, poor management performance and inefficient resource allocation result [23]. In addition, as software resources predominate over expensive equipment and labor in the production of software Funding for projects is often more openly allocated than to individuals engaged in industrial or construction initiatives. The majority of the resources needed for software development are humans because it is a labor-intensive activity [24]. Different software project jobs necessitate different skill sets, and employee skill competency has a significant impact on project execution performance. As a result, selecting the best employees Because it can be difficult to match tasks to project managers, allocating human resources has become an essential part of software project preparation. Models for resource allocation and scheduling, such as the RCPSP, are ignored by techniques such as PERT and CPM and do not account for the assignment of workers with varying skill sets.

 The knowledge obtained from historical project data sets can be used to develop predictive models using either a mathematical approach, such as linear regression and the study of associations, or machine learning (ML) techniques, such as Artificial Neural Networks (ANN) and Support Vector Machines (SVM). Predictive approaches provide a method that is focused on both historical and current project information in order to forecast the project's future. Because there are so many ML algorithms, one should investigate the best algorithm for the project data before making a decision.

 In terms of seeking improvements in model performance, the most important step in the creation of models for tabular datasets is the pre-processing and manipulation of the input features. This includes combining, modifying, cleaning, and filtering data in a feature engineering procedure in order to build new features based on existing features. According to the theory, such manufactured traits enable a model to discover interactions between characteristics, allowing for more precise prediction on a specific body of knowledge. Feature engineering is a time-consuming process with no set recipe to follow, making it difficult to implement successfully without the assistance of a specialist.

1. **Preliminary study**

A. Human resource allocation: The Project Management Body of Knowledge (PMBOK) lists ten project management areas, with this paper focusing on the human resource area. To effectively manage resources and avoid under or overutilization of the workforce, resource allocation enables the selection of the best assets for a variety of projects. Unfortunately, not all project managers utilize it.

A.ML (Machine Learning): Machine learning (ML) employs artificial intelligence to enable computers to learn from experience and advance without explicit programming. In other words, the main goal of machine learning is to allow computers to learn autonomously, without human intervention, and then modify their behaviour accordingly. Furthermore, ML allows for the processing of massive amounts of data.

B.ML for Software Project Management: Project managers can use ML to train the model with available historical data in order to solve resource allocation problems that will efficiently allocate the right person to the right task without bias.

1. **Background Study**

Resource-constrained scheduling issues have been successfully resolved by search-based methods like Evolutionary Algorithms (EA) [17]. However, these resource-constrained scheduling issues [18] lack some characteristics in software projects, including the fact that employees can divide their focus across many tasks concurrently.

The resource allocation problem was defined by Di Penta et al. [19] as the issue of dividing workers into teams and selecting the sequence in which work packages should be completed system of queues. Then, assignments are made using the queue system bundles of work to teams. Various search-based methods investigated were single- and multi-objective Ea. The goals are to reduce completion time and/or rather than completion time and expense, or fragmentation. The total number of unproductive person months is known as fragmentation due to the restrictions on precedence imposed by the to-be-processed work items.

Chang et al. [20] created a timeline to divide a task into smaller, time-sliced actions. Once a task has begun, it can be interrupted in this manner, and employees are not required to work on a specific task from start to finish. Other features included the distinction between an employee and a contractor, varying payment amounts based on whether there is excessive effort, varying levels of ability, the possibility of training throughout the project, and so on. Combining all of these results in the formulation of a problem, as well as the introduction of a large number of algorithmic input values that must be subjective.

[21] describes collaborative methods for allocating and specializing in Software Engineering (SE) work. They conclude that behavioral studies, such as those conducted by HCI (Human Computer Interactions), are required to improve collaborative SE processes. Altmann et al. describe a process model and a product model for the creation of collaborative software [22], demonstrating that both productivity and technical quality should be improved. The authors provide a brief overview of group-supportive work, and Jastroch et al. discuss the importance of the environment for CSD of the core as well as inter-organizational collaboration activities in software production.

 Although the works above address the problem of systematically assessing the domain of software development tasks so that one can think about them in terms of abilities, they do not consider the project's internal possibility for allocation. In this paper, we solve this by considering employees' bug-resolving capability to identify their expertise and then mapping with the skill to decide on task allocation.

4**. Methodology**

We used a dataset from the Git-Hub repository to solve the resource allocation problem, which has over 10,000 records and more than 18 attributes. We are now attempting to process the Summary field, which consists of a text-based description of a bug related to the product. The objective of this paper is to attempt to assign the resource that can best solve the bugs raised by the customer; however, in order to do so, the corpus's text must first be transformed into a format that machine-learning algorithms can understand. This resource allocation problem is solved in the literature using a Genetic algorithm, Integer programming, Clustering analysis, and so on. When gradient information is unavailable, these algorithms were among the first to provide significant advantages for determining global optimality in large, complicated search spaces. The implementation of these algorithms is based on simple ideas, and they have relatively high accuracy and convergence rate. They are also fairly adaptable because the parameters can be easily adjusted for improved performance. There were numerous hybrid algorithms or variations on several evolutionary algorithms. Nonetheless, significant issues such as sluggish convergence or early convergence persist. Furthermore, for extremely complex situations, these techniques may be computationally demanding and require multiple iterations.

To address the aforementioned drawbacks, modern algorithms frequently have heuristic and metaheuristic characteristics. Metaheuristic algorithms are higher-level heuristics that generate new solutions using memory, solution history, and other forms of "learning" strategies rather than the trial-and-error method used by heuristic algorithms. The majority of metaheuristic algorithms are currently inspired by nature, and this type of algorithm is based on natural swarm intelligence. [1][9][13].

4.1.1 Problem definition:

* There are X employees in the organization.
* Each employee X has P projects.
* There are C candidates, and a number of them are selected for projects.
* Each candidate can be assigned to more than one project at a time.
* Different scenarios are defined to assign the task to the employee/team member.
* The amount of time each selected team member in each project should be more than the minimum required time for that project.
* For each project, a competency profile based on bug resolving capacity and skill set is described.
* The manager assesses the team member based on the competency profile of that particular employee.
* Two objective functions are considered in the model
	+ Minimizing the HR cost of team members.
	+ Maximizing the competency of team members.

4.2.2 Background: Flower Pollination Algorithm

A meta-heuristic optimization algorithm is being used to solve the above problem definition. In response to flowering plant pollination traits, a population-based algorithm known as the Flower Pollination Algorithm (FPA) [16] was developed. The goal of FPA is to mimic some of the most important aspects of both biotic and abiotic pollination, as well as the co-evolutionary flower constancy between specific flower species and pollinators such as insects and mammals. The pollination process in plants is mimicked by FPA.

All algorithms use each agent in a population of many agents, such as particles, ants, bats, cuckoos, fireflies, bees, and so on, each representing a solution vector. When it comes to physical fitness, the ideal response is frequently found among the populace. The various solutions of a population reflect its diversity and fitness. Certain operations (such as mutation and crossover) frequently facilitate population evolution, which is frequently expressed in terms of formulas or equations derived from algorithms. Iterative evolution is typical, resulting in the evolution of solutions with varying properties. When all solutions have sufficiently converged, the system is said to have converged.

An optimization algorithm works by first randomly generating the initial population, then computing fitness values for each solution, combining, moving, or evolving the initial population over a predetermined number of iterations, and repeating this process until the best solution is obtained. Fig 4.1 shows the FPA process.

The following equation represents a mathematical model for global search:

xit+1 = xit + L (g\*-xit)

Where xit+1 represents the new solution

 xit is an old solution

 L is /levy’s distribution

 g\* best solution

4.1.3 FPA process:

**Step 01**: Take N population size

Where N=1,2,3,……that represents population size and initial position for N flowers is represented as

Xi (i=1,2,3,..N)

**Step 02**: Using the fitness function evaluate performance of each agent in the initial population which can be given as f(xi)

**Step 03**: Finding the best agent

**Step 04**: Defining switch probability p€ [0,1] to decide whether to go with local or global pollination.

**Step 05**: Initialize current iteration=0

**Step 06**: check for stopping criteria

 **while** (current iteration<=max iteration)

**Step 07**: flower pollination

 while (current iteration<=maxT)

**for** i=1 to N

**if** rand < p

draw(d-dimensional) step vector L from Levy distribution

global pollination

 **else**

 draw from a uniform distribution in [0,1]

 local pollination

 **end if**

 evaluate new solution

 update position if the new solution is better than the old solution

 **end for**

find the current best solution

 **end while**

 display the best solution

Fig:4.1: Selection of Best Solution using FPA
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1. **Conclusion**

When developing the competency model, position assessment, staff expectations, and a human multi-objective criteria mathematical model resource distribution are considered to determine the profit of some employees on specific posts. This technique exemplifies the dual concepts of matching staff skills to bug-solving capacity, as well as the personnel's expectations and the request, which is consistent with the current state. However, a variety of factors influence employee performance. In recent studies, staff competency and expectations are used to gauge employee performance, which will result in some errors, but there are still some issues left. to use FPA to solve a multi-objective problem. Later a machine learning model can be trained to automate the resource allocation task based on historical project data.
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