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         Abstract- Breast Cancer is one of the most common cancers in women worldwide.  Mammogram is the most widely accepted modality for screening breast cancer. Mammography is reliable method for detection of abnormality in the breast. However, the mammographic abnormalities are subtle in dense breast, making the detection a challenging task. Computer aided Diagnosis (CAD) system access breast images objectively as appeared to subjective analysis by radiologists. The performance of the classifier gets affected by the obscure boundaries of mass in dense breast. Global feature that capture the overall characteristic of images, will be erroneous due to incorrect segmentation in obscure mass cases. In our proposed system we utilized the local descriptors- Scale invariant feature transform (SIFT), Local Binary Pattern (LBP). Using these descriptors Classifier strategy model was performed for classifying normal, abnormal mass classification. In model based classifier we use MLP classifier along with Principal Component Analysis (PCA). These methods are tested on the benchmark dataset and acquired promising results.

     Keywords: Breast Cancer, Scale invariant feature transform (SIFT), Local Binary Pattern (LBP), and Principal Component Analysis.

I. INTRODUCTION

Worldwide, cancer remains a leading cause of mortality. The increasing global burden due to cancer can be attributed to the adoption of cancer-inducing lifestyle by the growing population of the world [1]. According to the World Health Organization (WHO) in 2012 has projected an increase in cancer incidence from 14.1 million to 21.6 million in 2030. The cell body maintains a cycle of regeneration processes. The balanced growth and death rate of the cells normally maintain the natural working mechanism of the body, Sometimes an abnormal situation occurs, where a few cells may start growing aberrantly which creates cancer [7][4]. In human body different types of cancer can be developed, among them breast cancer creates serious health concern. Women are more endangered to breast cancer than men because of anatomical changes in human body. There are different reason for breast cancer which includes breast density, age, family history, and obesity.
[bookmark: Breast_cancer_(BC)][bookmark: _bookmark4]Breast cancer is the frequently diagnosed female cancer nearly affecting with age highest rate of 25.8 per one lakhs women and accounting 12.7 percent in mortality rate [1]. In 2020 it was suggested that the number would reach 1797900 [2]. Early stage of detection increases the recovery possibilities in breast cancer [3][6].
Female breast consists of ducts, lobules, fatty tissues and ducts. Milk is generated in lobules and carried towards nipple by ducts. Most of the BC will begin either in the breast tissue made up of glands or milk ducts. The remaining of the breast is made up of fatty, lymphatic, and lymphatic connective tissues [5]. When the cancer has begun, it also spread other parts of the body. Figure 1 shows the anatomy of female breast image.

BC tumor can be categorized into two broad scenarios.

· Benign (Noncancerous). Benign cases are treated as non cancerous, that is, non-life- threatening.
· Malignant (Cancerous). Malignant cancer begins from an abnormal cell growth and might rapidly spread or invade nearby tissue [7].

 	Mammography is the screening and diagnostic technique, uses an X-ray image of the breast to examine and analyze the abnormal tissues [8]. Important indicators of breast cancer are masses 
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Figure 1.1: Anatomy of female breast

And micro calcification [9]. Usually, masses are identical from the surrounding tissue because it contains more variation in margin, size and shape [10]. So it is more challenging when detection of mammogram masses than the micro calcifications [11]. In dense breast, sensitivity of the mammogram is reduced by subtle nature of abnormalities and low contrasts [12] [13]. Breast Imaging Reporting and Data system (BIRADS) is a scheme that helps the patients to identify the class by following criteria, (i) BI-RADS I (0 to 25 % dense tissues, predominantly fat); (ii) BI-RADS II (26 to 50% dense tissues, fat with some fibro-glandular tissue);  (iii) BI-RADS III (51 to 75% dense tissues, heterogeneously dense); and (iv) BI-RADS IV (above 75%  dense tissues, extremely dense). 
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Figure 1.2 shows the examples of breast in different BI- RADS classification.

Despite its popularity, mammogram has a difficulty to making detection of abnormalities in dense breast. In mammography estimated that radiologist miss 10-30 % of cancer and also misinterpretation of benign as malignant may leads to biopsies and it make discomfort to the patients and It is proven that double reading can reduces the error, but in case of rural area its infeasible because of the shortage in radiologist. 

Due to challenges and clinical significance of mammographic mass detection, [14] CAD sys- tem are invented to assist the radiologist and allows the doctors to analyze the medical images and finally detecting the abnormality in mammogram [15][16]. In classification based CAD system, region of interests (ROIs) has to be segmented, followed by global feature extraction and classification of normal and abnormal tissues [17].
Content Based Image Retrieval (CBIR) provide more convenient access to the images; while using conventional system for image retrieval, it provides clinically significance similar images by text based search. The existing system makes textual annotation problem when using attributes as a keyword [22]. In mammography cases, CBIR could provide visually similar mammograms based on the content based manner, query images are compared with the medical database images, based on the visual similarity and most relevant images are retrieved [23] [24]. Such approach have more advantages over the classifier based systems, they detect the unusual masses with more relevant database images, [47] and also it’s eliminates the segmentation and provides clinical evidence to assist the radiologist [25]. 
The widely used method that employs local descriptors for CBIR is the bag-of-features (BoFs) model/bag-of-words (BoWs) [28][29][30]. In First step multiple feature vectors are extracted from the image, for obtain a BoW. The feature space is defined by these vectors, where each image is represented as a set of feature vectors, after that codebooks are learned based on the set of representative feature [26]. This learning process is known as codebook/dictionary learning. Then for the each image constant length histogram has been extracted and encode the each image based on the learned dictionary quantize the feature. And finally histogram space is defined by using histogram and it can be used for retrieval tasks [27] [46].

II. [bookmark: LITERATURE_SURVEY][bookmark: _bookmark9]LITERATURE SURVEY

Menglin Jiang et al (2015), [31] had proposed an approach for diagnosis and retrieval of mammographic masses. In this method, the vocabulary tree stores all the quantized features of preceding diagnosed mammograms and the nodes of the vocabulary tree are refined. The existence of the mass in the query is determined by retrieved images. Low spatial-temporal cost of vocabulary tree improves the excellent scalability. Experiments are performed on digital database for screening mammography contains 11533 images, and as a result, vocabulary tree with adaptive Weight gives the classification Accuracy of 90.8 %.
Jingjing Liu et al (2017), [32] had proposed a extension of original Anchor Graph Hashing (AGH) and suggested a new unsupervised hashing algorithm, known as composite AGH with iterative quantization (C-AGH-ITQ). C-AGH-ITQ enables real-time searching by compressing mammograms into compact binary codes and in Hamming space. This algorithm, integrates the multiple features and different distance metric that are performed on the AGH. Introduction of orthogonal rotation matrix reduces the quantization error which helps in improving the effectiveness of the hash code. Experiments are conducted on the Digital Database for Screening Mammography images that contains 11533 ROIs. C-AGH-ITQ suggests 84 percentage of retrieval precision and 93 percentage of classification accuracy has been achieved by KNN prediction.
Devang Kulshreshtha  etal (2017), had proposed a computer-based mammogram retrieval sys- tem [33]. Local binary pattern and k-mean clustering are used for feature extraction. In this approach based on the visual similarity of mammograms, it generates the clusters for query image features find the closest cluster that are matched with cluster representatives. Then mammographic ROIs are retrieved from closest cluster by computing Euclidean distance. During matching, the query images are searched depending on cluster size and they are not compared with database images. Finally, the approach provides a good response time and retrieval performance.
Vibhav Prakash Singh et al(2016), [34] proposed a CAD system , which automatically detects mammographic abnormalities. The method includes pre-processing, cropping of mammograms and suppression of Gaussian noise. GLCM based texture features from different distances of neighboring and angles are extracted. Furthermore, most relevant features are also examined using AdaBoost feature selection method. Finally, normal and abnormal mammograms are classified using Random forest (RF) classifier with accuracy of 89.02%.
Haixia Li et al (2017), [35] proposed a method in mammography images, translate 2D contour of breast mass into 1D signature, then obtain the new contour descriptor from the subsection by performing segmentation of 1D signature and features are extracted locally. Root mean square slope is a new contour descriptor, which ensures the roughness of the contour. Finally, classification is performed by using different classifiers such as SVM, KNN and ANN to detect benign and malignant mass and get the classification accuracy of 99.66% by using root measure square feature with SVM classifier.
Caio Eduardo et al (2017), [49] proposed the methods analyze the local feature of the Scale- Invariant Feature Transform (SIFT), Speed Up Robust Feature (SURF), Oriented Fast and Rotated BRIEF (ORB) and Local Binary Pattern (LBP) to discriminating the patterns of benign and malignant of masses in mammography image. These features are represented and dimensionality is reduced by using Bag of feature (BoF) model. Finally these features are classified using SVM, Adaboost and Random forest classifier. The system obtains 99.65% of accuracy for benign and malignant mass classification.
Taye et al (2018), [50] proposed a method to classify the mammogram as normal and abnormal, and from mammography image extract CNN feature and dimensionality of the feature is reduced by applying PCA. The experiments are done on Digital Database for Screening Mammography and Mammography Image Analysis Society (MIAS) datasets with the accuracy of 98.80% and 98.75% respectively.

III. METHODOLOGY

A. Dataset

Digital Database for Screening Mammography is the database used for mammographic image analysis. The database consists of collection of patients images, which includes both normal and benign cases [45].

B. Feature Extraction

The aim of this process is to extract and identify local descriptors from the mammographic ROI images. These descriptors contribute to the discrimination of lesions in breast masses. There are three set of local feature which includes SIFT, SURF and LBP are extracted separately to the mammographic ROI.

C. Scale In-variant feature transform (SIFT)

	SIFT is a feature detection algorithm to detect local features in images [36] [37] SIFT descrip- tors are extracted through following steps. The first step involves finding local extrema by detection of scale invariant key points [38]. The second step is determining of scale and exact location in each key point with help of model fitting. The key points that are poorly localized with reduced contrast present on an edge are eliminated.

The next step focus on calculation of a gradient orientation histogram for histogram peak and key points of entire region at the selected scale and are taken account of the dominant orientation of key points. The last step is dividing the surrounding region into 4 x4 sub regions, following for each sub region which computes gradient orientations with 8 bin histogram of relative dominant orientation histogram and finally 128-D feature vector is formed by concatenating all the 16 histograms. The abovementioned method is designed such that the extracted SIFT descriptors are invariant to scale, rotation, translation. SIFT is discriminative in nature. i.e., a single feature vector can be accurately matched from a large database of features [39] [40]. 

D. Codebook learning and BoW Representation

Initially for obtaining Bag of words, multiple feature vectors are extracted from the ROIs. By using set of representative feature codebook are learned. Afterwards for the each image constant length histogram are extracted based on the learned dictionary quantize the feature. Then histogram space is defined by using the histograms and this can be used for the retrieval task [15]. The following are the mathematical procedure to obtain BoW representation.
Each image consists of multiple feature vector (local descriptors) denoted as a. To develop the codebook, collection of feature vectors are clustered into number of clusters denoted by,  and use the corresponding centroids known as codeword denoted as  and then distance has been computed between the each feature vector and the corresponding codeword.


=   ⃦ a-⃦…………………………………….. (1)


By using classical softmin function the distance are approximated,

  
 = exp (………………..……  (2)

	Stabilization process is controlled by parameter T. Then literately calculates, for multiple feature vectors of the same images and calculate the different values for the different feature vector p,which is denoted by, . Finally integrates the response of single image over the all p points and obtain the final representation.
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)LBP is applied to the region of mammographic lesions to analyze the local texture. LBP is a powerful method and has ability to describe the local spatial structure of an image, which includes non parameterized operator. Differentiation of texture feature is defined by,

LBP () = ………… (4)
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) (
Classifier
Model
)Where, n denotes number of pixels related to the center one,  corresponds to gray level of center pixel,  n corresponds to gray level value of neighboring pixel, and S(x) is a function denotes results 1 if x ≥ 0 and 0, otherwise.

Further, based on the results binary matrix is formed, and the neighborhood pixel values of the binary matrix are multiply with weights of the weight matrix. And LBP texture values are calculated by summing the pixel values.

=…………….. (5)

F. Model Based Classification
The proposed system is explain in figure 3.1 explores classification of mammographic masses using classifier model. In our system feature level fusion can been employed followed by the classifier model
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Figure 3.1: Block Diagram of Model Based Classifier

G. Feature Fusion

	Feature fusion is a process of combining the specific extracted features which are stored in a dictionary to obtain a single feature file. Feature of SIFT and LBP are extracted from the mammographic ROI, then these two feature are concatenated serially and makes the feature representation, further it is given to the feature reduction techniques.

H. Principal component analysis (PCA)
	Feature reduction plays an important role in process of classification. Generally feature vector are high dimension. The main objective of the feature reduction is to reduce dimensionality of the feature; we use principal component analysis for feature reduction. Principal component analysis is a method to reduce the dimensionality of the features. To develop principal component PCA convert number of correlated variable into uncorrelated variables then by using feature vector first covariance matrix is calculated, then compute the eigenvector and eigen values and sorted accordingly to decreasing eigenvalue. For effective discriminate class bigger variance of data distribution are used than smaller variance.
	
I. Classifier model

	In the step of classification we adopt, multilayer perceptron neural networks (MLP) for mammographic mass classification. MLP consists of an input layer, one or more hidden layer followed by the output layer. Weights are assigned to the different layers and calculate the output by compares with it target output. Finally the error signal are back propagates to adjust the connection weight correspondingly. Multi layer neural network architecture is shown in Figure 3.2
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Figure 3.2: Multi layer architecture [47]
IV RESULTS AND DISCUSSION

	The proposed approach has been evaluated on the benchmark DDSM database considering 2600 images are used in the training phase and 1700 images are used in the testing phase which includes both normal and abnormal images. In feature extraction step, local features are extracted from Mammographic ROIs, Figure 4.1 shows the original mammographic ROI. In SIFT feature extraction we localize the key points along with the descriptors, the dimension of the each feature vector is 128 and we extract the LBP features for original mammographic images, with the radius of 1 and 8 points are used to calculate the LBP mask and dimension of the feature vectors is 59, then we normalize the LBP histogram.
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(a)                			(b)

Figure 4.1: (a) Original mammographic ROI 
(b) Mammographic ROI with SIFT key points
(c) 
	For learning the codebook, cluster the set of extracted feature vectors based on the optimal k value and use corresponding centroids to form a codebook. These centriods are used to quantize the feature vector, and to obtain the similarity between each feature vector and each codeword. The parameter T controls the quantization process.
	SIFT and LBP features are fused serially, and for the different PCA component the validation and testing accuracy are calculated. Table 4.1 shows the comparative analysis of different component with respect to different hidden size. Finally for .95 PCA components, achieves the better accuracy. 
[image: ]
Table 4.1: Accuracy of PCA with different components

In Figure 4.2 shows the validation accuracy of PCA with different component, and based on the validation report we set the parameter accordingly Table 4.1 shows the component of .95 with dimension of 276 gives the better accuracy.
[image: ]
Figure 4.2 Validation accuracy of (a) 40 component (b) 60 component (c) 80 component (d) 90 component (e) 95 component (f) comparison of different component

[image: ]Figure 4.3 shows the ROC curve for different PCA component, result shows .95 components provide good performance that other component.

Table 4.2: Comparative analysis of different features
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Figure 4.3: ROC curve for different PCA component

	Table 4.2 shows the comparative analysis of different feature, from the results of performance metric we notice that SIFT LBP provide better classification accuracy than other feature. And SIFT LBP obtains 0.91 precision values which is higher than other feature precision values. Among the three feature, fusion of SIFT and LBP followed by applying SIFT LBP outperformed and provide effective mass characterization.
[image: ]





Table 4.3: Density wise classification report

	Table 4.6 shows the density wise classification the result shows the proposed fused features yielded reasonably good results for heterogeneously dense cases with an overall accuracy of 92.8%.

V CONCLUSION
	Mammographic mass classification is challenging task, due to the varying size of masses, shape and margin and difficulty to distinguish between normal and abnormal cases. Classifier performance is affected by the obscure boundaries in dense breast and incorrect segmentation by extracting global feature. In our proposed method SIFT, SURF and LBP based local descriptors were extracted followed by retrieval based classifier and model based classifier. Model based classifier utilizing fused SIFT and LBP evaluated on benchmark DDSM database with overall accuracy of 92.8%.
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