An Efficient Ensemble mechanism for Intrusion Detection
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ABSTRACT

To solve classification or regression problems, ensemble methods or combination models train multiple learners, not by constructing a learner from the data but rather by constructing a set of learners and combining them together. One of the recent  developments in classification methodology is the boosting  algorithm. Boosting is a type of algorithm that can turn weak learners to strong learners. It works by adding a classification algorithm to the updated weight of training samples in a sequential manner. This is done through the majority voting technique of a sequence of classifiers. The boosting process combines the weak models to create a strong and reduce the noise of the combined model. The AdaBoost algorithm is an efficient algorithm that combines weak algorithms to create a powerful algorithm which can classify the training dataset. AdaBoost differs from existing optimization methods in terms of detection accuracy, error rate reduction, computation time and detection rate. Detection accuracy and computation cost are the two key metrics used to assess the execution of the AdaBoost classifier. From the simulation results, it is clear that the AdaBoost algorithm can achieve high search accuracy with short computation time and minimum cost compared to the classification method. We have proposed a policy model to generate normal classes and attack classes and implemented an online access engine to allow or deny network access. 
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I. INTRODUCTION

The Internet plays an increasingly important role worldwide with great progress in the digital governance of e-commerce, social media, etc. But now, the internet is unsecured because of fear, criminal acts, cyber attacks that began to develop and launch very sophisticated attacks motivated by destructive goals. We ought to ensure security, i.e privacy, integrity and availability of our network resources and devices [1] [2]. Intrusion detection system  is the process of identifying  and gathering to malicious actions aimed at compromising computer and network security [1]. It is a critical and sensitive element  of the deep security system, which includes: security policy, vulnerabilities, patching and scanning, access control and scanning, encryption, firewalls, program wrappers, and intrusion detection. Protecting critical infrastructure on the Internet will require security to prevent damage from invisible attack classes. Intrusion detection systems require efficient and accurate adaptation to acquire new knowledge and new classes that can be invented all the time [3]. This task can be solved by manually writing new attack methods and inserting them to existing systems that are distributed widely by automating learning new attack classes or adding them to deployed systems. . 

The key benefit of intrusion detection are training and installation work using an inference engine. Anti-virus and detection systems are implemented in our network, will always try to develop and launch new attacks. Once information about a new attack is gathered through a detection system, it must have be quickly integrated into the current detection system to prevent further damage from a new attack as quickly as possible. However, retraining the model for already existing and new attacks is often slow due to difficulty of the training and the high volume data. By the time a new type of detection is ready, the new type of intruder might have caused signified damage.



Intrusion is illegal access to hidden resources or restricted domains. It is a way for attackers to gain access to a network or a private network without authorization. An attack is a suspicious or malicious activity on a network or computer. It is the act of trespassing on someone else's property. In hindsight, the attacker tries to identify weaknesses before attacking the security system. To detect unwanted behavior that compromises security such as privacy, integrity and availability. The huge increase in technology and the Internet is causing serious problems in computer security. Numerous  machine learning, data mining and cognitive algorithms are the subject of modern and advanced research with the aim of improving the diagnosis. There are two types of detection methods such as static detection method (offline) and dynamic detection method (online). These are the mechanisms that are used to immediately detect various suspicious things on the network. Dynamic detection methods are effective, reliable and efficient compared to static methods

Learning Techniques:  The process of creating models from data is called learning or training. There are numerous  learning styles and two standard learning styles are supervised learning and unsupervised learning. In supervised learning, the goal is to estimate the target in real time. An unsupervised study do not depend upon  on label information and aims to identify some distributional information in the data. In other areas, the coordinators are a single class or multiple coordinators. Multiple classifications are also called hierarchical classifications. During model design, feature selection and learning techniques lead to reductions in computational cost, model size, scope, and accuracy. In a hierarchical system, the scheduler is sometimes treated as weak and unable to schedule effectively. The accuracy of the search is close to zero. But in many levels, the system of weak classes is combined to form a strong level, which might be defined with a good  detection rate [4]. Many learning-algorithms are available currently for classification of samples or samples in a dataset. Some effective algorithms are linear discriminant analysis, neural network, decision tree Navie Bayes classifier, nearest neighbor and SVM [5]

Ensemble Classification Methods is nothing but a process of combining the methods of many weak learners together to create a efficient   learner who can organize the learning process effectively. It can produce a good and efficient forecast when its configuration is close to the real value or correct [6]. Basically, the clustering algorithm is a supervised based algorithm because it can train and make the prediction true. For a given problem, it can find the right idea to make a good prediction. The main idea behind the clustering method is to use one central learner to generate many ideas [7].

II. LITERATURE SURVEY

The philosophy behind the classifier set is that the set classifier compensates for errors made by another. But just training a classifier may not solve the desired problem because classifiers are not connected. Base managers are the distributions that are used to build the structure of the hierarchy. We can consider different weak learners such as support vector machine, nearest neighbor and neural network   to build classification system. Basic learners are created systematically as enhancements and similarly as containers. By upgrading, weak learners are added to train a strong learner to provide better results and accurate predictions. The boosting algorithm in accordance with conceptual question of Kearns and Valiant [1989], whether two classes of complexity, weak learning problems and hard learning problems are equal. This question is very important because if the answer is positive, any weak learner can become a strong learner. But in actual practice, it is often easy to find weak learners but difficult to find strong learners. Schapire [1990] demonstrated that the answer was affirmative, which led towards the  development of a boosting algorithm [8].

With the rapid growth  of the internet and increased global accessibility to online content [16], the incidence of cybercrime has surged. Today, both end users  and enterprises face vulnerabilities to cyber threats. Employing defensive measures such as firewalls and IDS has become crucial. A firewall operates as entry point, allowing or denying the passage of packets based on predefined criteria. In extreme cases, it can even block all network traffic. Conversely, an IDS automates the surveillance of computer networks. However, the continuous flow of data in such networks presents a substantial challenge in developing effective IDS. To address this, a novel approach is introduced in this study, utilizing online classification of datasets. The method involves an incremental naive Bayesian classifier and leverages active learning to achieve results with a small set of labeled data, which can be costly to obtain. The approach encompasses two sets of actions: offline, involving data preprocessing, and online, introducing the NADAL online method. Comparative analysis using the NSL-KDD standard dataset demonstrates several advantages of the proposed method: (1) surmounting the streaming data challenge, (2) mitigating the high cost associated with labeling instances, and (3) enhancing accuracy and Kappa scores compared to the incremental naive Bayesian approach. Thus, the method proves to be highly suitable for IDS applications.

In our increasingly internet-reliant landscape, the main drawback of unauthorized intrusion into computer systems has escalated [17]. Intrusion refers to illicit access or activity within a computer tem. This highlights the growing importance of intrusion detection techniques to bolster overall computer system security. Intrusion detection involves identifying, preventing, or addressing intrusion attempts. This paper centers on an Intrusion Detection System driven by a GA. The technique applies GA to enhance network Intrusion Detection Systems (IDSs). It provides an overview of IDT, genetic algorithms and related detection methods. The paper delves into GA parameters, evolution processes, and their intricate details. Notably, this implementation uniquely considers both temporal and spatial attributes of network connections when encoding connection information into IDS rules, which aids in identifying complex anomalous behaviors. The focus of this work lies in TCP/IP network protocols.
Intrusion Detection Systems can be classified  intotwo groups based on their scope: Network-based IDS (NIDS) and Host-based IDS. NIDS observes intrusions by monitoring network traffic through devices like Network Interface Cards (NICs). Conversely, Host-based IDS monitors file and process activities within a specific host's software environment. Some host-based IDSs also analyze network traffic to detect attacks against a host.

Examining the impact of macro-level opportunity indicators on cyber theft victimization, a study [18] applies criminal opportunity theory to assess risk exposure. It measures risk through state-level patterns of internet access, alongside other structural state characteristics, to gauge their influence on cyber-victimization. Furthermore, the proportion of users accessing the internet solely from home is positively correlated with high-level cyber theft victimization counts. The study discusses the theoretical implications of these findings. The role of links and node features in social networks is explored using the OS-ELM [19] node classification technique. This method considers both node attributes and interactions for classification. Additionally, the Extreme Learning Machine (ELM) is applied to intrusion detection within IDS. Performance comparisons between SVM and ELM indicate comparable accuracy, but ELM exhibits faster processing times. ELM outperforms SVM in detecting intrusions, requiring less time for the detection process.

III. PROPOSED METHODOLOGY

The ensemble learning process trains many learners instead of one individual and combines the end results of different learners to achieve better outcomes than individual weak learners. Hence, it is also referred multiple classification system [6]. The collective process is always combining multiple ideas to create the best idea. In other words, organization is a activity  to combine a vast number of weak learners with the goal of creating a strong learner. A set of words is often reserved for methods that results in  multiple ideas using a single base learner. Broadly speaking, many classification systems also cover a hybrid of ideas that do not come from a single primary learner. Figure 1 shows a building block where n number of weak learners are combined to form a strong learner. Weak learners are also called as core learners which are need to be derived from core learning algorithms which can be decision trees, neural networks or any type of learning algorithm. The main focus of the combination method is to combine the predictions of several models that are build using learning methods to enhance the general or robustness of a single model.
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Figure 1: Simple ensemble architecture

Basically, there exist two types of learners in general: homogeneous learners and heterogeneous learners. The combination method uses a special foundational learning method that creates learners with the same, that is, those one who learn the similar type, leading to a unified system [8]. If the learners are different types that lead to different processes, and use many learning algorithms. The general ability of a particular set is often stronger than that of basic learners. In fact, combination methods can be mainly interesting because they can improve weak learners to become strong learners. Weak learners are better at random predictions, but strong learners can make accurate predictions.

A. Proposed predictive model 
An example of our proposed prediction is given in fig. 2 and particluars  of the model training and testing process is shown in fig. 2. The training and testing process has two parts, comparatively,  the online system and the offline system. In the offline method, the network traffic memory is there to save the training time and generate the features using the correct data structure and match that with the online network traffic behavior and the appropriate model training. . The Proposed  model has three key components such as data processing, model training and inference engine
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Figure 2: Model training to classify the network traffic


Table 1: Confusion Matrix for NSLKDD Dataset
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Table 2: Confusion Matrix for KDD Corrected Dataset
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Table 3: Performance Evaluation of the proposed model
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IV. RESULTS AND DISCUSSION
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Figure 3: Accuracy Estimation of Existing Methods

Above graph tells the Accuracy of Existing Algorithms and its comparison.
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Figure 4: Accuracy Estimation of Proposed Methods

Above graph tells the Accuracy of Proposed Algorithms and its comparison.

V. CONCLUSION

Distinguishing normal traffic from congestion using clustering method improves the original detection with minimum computation time and cost compared to single classifier. AdaBoost is an effective false detection technique to reduce false alarms. For the proposed model, when we use the same dataset for training and testing, the correct percentage is high and the error is small. But with distinct  data sets for training and testing, the accuracy rate is relatively low. Three weak layers such as  SVM, neural network and  decision tree ,which  are combined and their performance is better than that of individuals. We conclude that by adding more learners to the combination model, the detection accuracy increases and the probability of incorrect conditions decreases in each iteration.
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