PREDICTING COVID-19 USING MACHINE LEARNING MODEL
 
  Dr.K.Santhi1  , Professor, CSE, S V College of Engineering, Tirupati, santhi@svcolleges.edu.in
   Manduru Sujitha Sree, Student, CSE, S V College of Engineering, Tirupati, sujithamanduru@gmail.com
  Maddela Sandhya , Student, CSE, S V College of Engineering, Tirupati, maddelasandhya71@gmail.com
[bookmark: _GoBack] N Dedeepya, Student, CSE, S V College of Engineering, Tirupati, dedeepya.n24@gmail.com
ABSTRACT
SARS-CoV-2 is officially known as Covid-19, which was first detected in Wuhan, China in December 2019. This virus has produced a global pandemic affecting all over the world. Predicting the rate of Covid-19 spread and modeling of its course have critical impact on both health system and policy makers, which makes hot research topics for machine learning researchers. Covid-19 virus is presently considered as a potential threat to mankind. This study demonstrates machine learning approaches to predict and forecast the upcoming spread of covid-19 in many countries. The ML models have been used from a long time in different application domains for identification and prioritization. The forecasting mechanisms have proved their significance to anticipate in perioperative outcomes to improve the decision making on the future course of actions. In particular, standard forecasting models such as support Vector Machine (SVM), Linear Regression (LR), and Random Forest (RF) have been used in this study to forecast the upcoming factors of Covid-19 patients. This study used four different predictions for each of these models, such as number of confirmed cases, the number of recoveries, the number of active cases, and the number of death cases. The results show that Random Forest algorithm perform best among all the used models, while SVM performs failingly in all the prediction scenarios given the available dataset.

INTRODUCTION
Machine learning is a powerful technique that can predict outcomes by learning patterns and their relationship to data through algorithms without explicit programming. It is a branch of artificial intelligence that uses acquired knowledge to make accurate predictions or decisions. Machine learning algorithms can be used to predict a variety of outcomes such as weather conditions, stock prices, customer behavior, medical diagnoses, and more. The power of machine learning lies in its ability to analyze large amounts of data and identify patterns that may be difficult for humans to discern. Another benefit of machine learning is its ability to recognize complex patterns and relationships in data. Traditional statistical methods may not be able to capture these dependencies, but machine learning algorithms can find them automatically. This can lead to more accurate predictions and information that may not have been discovered using other methods. Overall, machine learning is a valuable predictive tool in many areas. Its ability to learn from data and identify complex patterns makes it a powerful tool for making accurate predictions and improving decision-making.
The impact of the COVID-19 pandemic on people is enormous. In particular, it has raised serious public health concerns as millions of people have been infected with the virus and are suffering from serious illnesses or dying, straining health care systems and frontline workers who work hard to deliver care. The pandemic is also having a significant impact on the economy and society. Governments around the world have implemented   lockdowns and other restrictions to limit the spread of the virus, disrupting daily life and causing economic hardship for businesses and individuals.  In addition, the pandemic has exposed pre-existing inequalities in society, which are disproportionately affected by disadvantaged communities and people with comorbidities. Mental health has also been affected as many people suffer from high levels of stress, anxiety and depression.  Overall, the COVID-19 pandemic has had a profound and significant impact on people's lives. It underlines the need for effective public health measures, social support systems and economic resilience to prepare for and deal with future crises. This pandemic continues to pose a number of challenges to medical systems around the world, including increased demand for hospital beds and acute shortages of medical equipment as many healthcare workers have become infected. The ability to make immediate clinical decisions and use healthcare resources effectively is therefore crucial. The well-established COVID-19 reverse transcriptase polymerase chain reaction (RT-PCR) diagnostic test has long been missing in developing countries. This contributes to increased infection rates and delays essential preventive measures. Effective and timely testing is critical to diagnosing COVID-19 and reducing the burden on healthcare systems. For this purpose, prediction models were developed to estimate the risk of infection by combining different characteristics. These models can help healthcare professionals assess patients, especially when healthcare resources are limited. Features used in these models include computed tomography (CT), clinical signs, and laboratory tests. Some models include all of these features.
Our goal with this study is to help in the current global crisis by developing a COVID-19 prediction system. Predictions are made for three important variables number of New confirmed cases, number of death cases, number of recoveries. In this study, the prediction problem was treated as a regression problem and as such is based on some of the supervised machine learning models Like Support Vector Machine (SVM), Linear Regression (LR) and Random Forest (RF).

Materials and Methods:
A. Details of Dataset
The aim of this study is to predict the covid-19 cases by using ML models. These mainly focused on the number of confirmed cases, the number of death cases, the number of recovery cases and the number of active cases. The data set used in this study has taken from the GitHub repository named (csse_covid-19_time_series) by Johns Hopkins University. This repository contains daily time series summary tables, which includes covid-19_confirmed_global, covid-19_deaths_global, covid-19_recovered_global and covid-19_dailyreports_global. Data samples from the files are shown in Tables 1, 2, 3 and 4 respectively.


Table 1: Historical series of confirmed cases of Covid-19 worldwide

[image: C:\Users\Lenovo\Downloads\WhatsApp Image 2023-04-08 at 12.09.02.jpeg]

Table 2: Time series of deaths from Covid-19 patients worldwide[image: C:\Users\Lenovo\Downloads\WhatsApp Image 2023-04-08 at 12.11.29.jpeg]


Table 3: Chronological series of recoveries from Covid-19 in the world[image: C:\Users\Lenovo\Downloads\WhatsApp Image 2023-04-08 at 12.13.45.jpeg]
Table 4: Latest daily COVID-19 patient reports, global time series
[image: ]


B. SUPERVISED LEARNING MODELS 
Supervised learning involves using labeled datasets to train algorithms to make predictions on new data based on relationships learned from past datasets. This approach is used in various fields such as computer vision, speech recognition, and medical diagnostics. Several supervised learning algorithms exist, including linear regression, logistic regression, decision trees, random forest, k-nearest neighbors (KNN), support vector machine (SVM), and neural networks.
In this Paper it includes the algorithms of Supervised Learning Machine Learning Models
1. Linear Regression
2. Support Vector Machine
3. Random Forest
1.LINEAR REGRESSION
Linear regression is the simplest statistical regression method used for predictive analysis in machine learning. Linear regression shows the linear relationship between the independent variable and the dependent variable known as Linear Regression. 
LR is to obtain a line which is best fits the data. Error is the difference between the point to the regression line. There are two factors (x, y) that are involved in linear regression analysis. The equation below shows how y is related to x known as.

Here, ε is the error term of linear regression. The error term here uses to account the variability between both x and y, β0 represents y-intercept, β1 represents slope. To get the best fit implies the difference between the actual values and predicted values should be minimum, so this minimization problem can be represented as: minimize.


2. Support Vector Machine
Support Vector Machine chooses the data points that will help in creating the hyperplane and those are known as support vectors, so it is termed as Support Vector Machine. SVM is used to find the best fit line in the hyperplane which has maximum number of points. Hyperplanes is used classify the data points. To do this SVM finds the largest margin between the hyperplanes that means highest distances between the two classes.
This technique depends on mathematical functions. The set of functions called kernel transforms the data inputs into the desired form. SVM solves the regression problems using a linear function, so while dealing with problems of non-linear regression, it maps the input vector to n-dimensional space called a feature space. The linear function is as follows.

The objective is to make it as flat as possible thus to find the value of f (x) with (βrβ) as minimal norm values. So, the model, the increase in new features problem fits in minimization function as:

3.RANDOM FOREST

Random Forest is a type of Ensemble Learning method used to improve the accuracy of predictive models by combining multiple decision trees. Instead of relying on a single decision tree, Random Forest uses a collection of trees to generate predictions and makes a final decision based on the majority vote. The more trees in the forest, the higher the accuracy and the lower the risk of overfitting. 
Random Forest also provides a measure of feature importance, which can be useful for feature selection and data interpretation. This measure is obtained by calculating the importance of each feature in each tree and then normalizing it between 0 and 1 based on the total number of trees in the forest.
It gives the measure of feature importance, helpful for feature selection and data interpretation. Normalizing value between 0 and 1 by as follows.




Feature’s importance value on each tree is calculated and divided by the total number of trees as follows.

· RFfii = Importance of Features
· Normafiij = Normalized Feature Importance 
· T = Total of trees

C. PERFORMANCE EVALUATION
In this Paper it demonstrates each trained model to test the performance by some of the parameters like R-Square, Mean Absolute Error (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE).

I. R-Square (R2 Score)

R-Square is a statistical measure in a regression model that determines the proportion of variance in the dependent variable followed by the independent variable. R-Squared gives how well the data fit the regression model (the goodness of fit).
The high R2 Score shows the how well the trained model is. R2 Score is a linear model that gives the percentage of variation independent variable. It can be found as:


II. Mean Absolute Error (MAE)
Mean Absolute Error (MAE) is a statistical measure that evaluates the accuracy of a predictive model. It calculates the average magnitude of errors in a set of predictions, regardless of their direction, to indicate how far the predictions are from the actual values on average. A limitation of MAE is that it treats all errors equally, irrespective of their magnitude. Despite this, MAE remains a popular choice for evaluating model performance.


MAE tells us how big of an error, can expect from the forecast on average.
III. Mean Squared Error (MSE)
Mean Squared Error (MSE) is a statistical measure used to evaluate the accuracy of a predictive model. It considers the average squared difference between the predicted and actual values in a set of predictions, accounting for the magnitude and direction of the errors. MSE is more sensitive to outliers than Mean Absolute Error (MAE), which makes it less appropriate in some scenarios. Therefore, it is often used in combination with other error metrics to assess model performance. It is measured as follows.


IV. ROOT MEAN SQUARE ERROR (RMSE)
Root Mean Squared Error (RMSE) is a widely used statistical measure for evaluating the performance of regression models. It is closely related to Mean Squared Error (MSE). RMSE takes into account both the magnitude and direction of errors and is often used in situations where larger errors have a more significant impact. It is more sensitive to outliers than the Mean Absolute Error (MAE). So, it is best used in conjunction with other error metrics to provide a more comprehensive evaluation of model performance.


ARCHITECTURE
This Paper deals with Covid-19 Predictions. As we know Corona Virus has ruled our lives since 2019. Thousands of deaths from near and dear families. As there was no cure to the disease and became threat to human life. To contribute the society, this study has conducted forecasting for next 10 upcoming days. How the cases would be for next 10 days will be forecasted and gives the results.
In this paper, the dataset which contains time series summary tables which includes deaths, confirmed, recovered, active cases. Initially, pre-processed the dataset to find the number of confirmed cases, number of death cases, number of recovered cases on particular dates. Initial Datasets shown in Table 5 and the Resultant Datasets shown in Table 6 & 7.

Table 5.  Time Series table of cases of Covid-19 data.
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Table 6. Country-wise Covid Cases of sample data.
[image: ] 

Table 7. State-wise Covid Cases of sample data.

[image: ]

Initially Covid-19 Dataset was pre-processed to get the required features extraction like Country-wise Covid Cases, State-wise Covid Cases and world-wide covid cases and this helps to forecast the covid cases for next 10 days. it splits the data into Training and Testing data. 
The Machine Learning Algorithms like Linear Regression, Support Vector Machine and Random Forest used for the training dataset. These models are trained for future forecast of covid cases. Then, it has been evaluated with parameters like R-Square, Mean Square Error, Mean Absolute Error and Root Mean Square Error. This work flow is represented in the Figure 1.
[image: ]
Figure -1: Process Flow of Covid-19


VISUALIZATIONS
In this paper it includes some of the visualizations that has compared the features like countries, states while training the models.



In Figure 2, It shows the number of confirmed cases of covid-19 in Countries.

   
Figure 2: Confirmed Cases in Countrywide
[image: ]
Then compared Confirmed Covid Cases in India and it shown in figure 3
[image: ]
Figure 3: Confirmed Covid Cases in India


This figure 4, compares  the Confirmed Covid Cases within Provinces/States. 

[image: ]
Figure 4: Confirmed Cases in Province/Regions

Here compared worldwide daily increases of covid confirmed cases and it was  shown in the  figure 5.

[image: ]
Figure: 5 Worldwide daily increase of covid confirmed cases


RESULTS AND ANALYSIS
This study develops a model to Future Forecast the Covid-19 cases by using Machine Learning Models.
The Dataset used contains the daily time series of number of confirmed cases, number of death cases and number of recovery cases of Covid-19 from worldwide. As number of death cases was increasing day by day. It panics the people towards the Covid. As this paper demonstrates the number of confirmed cases, number of deaths and number of recovery cases would be for next 10 days will be known and this will be predicted using the machine learning models SVM, LR and RF. 

A. Confirmed cases prediction
	MODEL
	R-SQUARE
	MAE
	MSE
	RMSE

	LR
	0.98
	21408367.124
	732705031733152.2
	27068524.742

	SVM
	0.53
	207739921.743
	6.5144
	255234841.954

	RF
	0.99
	643745.328
	830421044095.41
	911274.40


Here In this model, Random Forest performs better to predict the number of confirmed cases of covid-19 compared to the remaining and Support Vector Machine performs poor. It is shown in the Table 8.




TABLE 8: Model Performance of Future Forecasting for Confirmed Cases. This below Figure 6,7,8 shows the prediction of covid-19 cases performances by using LR, SVM and RF.



[image: ]
Figure 6: Confirmed Cases prediction by LR

[image: ]
Figure 7: Confirmed Cases prediction by SVM.


[image: ]
Figure 8: Confirmed Cases prediction by RF.
By Above graphs, shows the Random Forest predictions on Confirmed Cases of Covid-19 was accurate and the confirmed cases predicted by SVM was poor.

B. Death Cases Prediction
Here, in this Model Number of Death cases in Covid-19 was predicted by the four models of ML, it will look into the RF, SVM and LR predictions of Death Cases of Covid-19. Its performance evaluation was shown in the Table 9.




Table 9: Model Performance of Future Forecasting of Death Cases.
	MODEL
	R-SQUARE
	MAE
	MSE
	RMSE

	LR
	0.97
	280709.41
	113241575495.19
	336513.86

	SVM
	0.55
	2112089.30
	5652341916550.36
	2377465.43

	RF
	0.99
	6113.38
	63258807.12
	7953.54


Now, Figure 9,10,11 shows the Future Forecasting of Death Cases of Covid-19 using SVM, RF and LR. These graphs 
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Figure 9: Death Cases Prediction by LR
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Figure 10: Death Cases Predictions by SVM

[image: ]
Figure 11: Death Cases Prediction by RF
The above graph predicts the Random Forest algorithm is more accurate when compared with the SVM algorithm to predict the number of Death Cases of Covid-19.


c. Recovery Cases Prediction
Here In this model, Random Forest performs better to predict the number of Recovered cases of covid-19 compared to the remaining and Support Vector Machine performs poor. It is shown in the Table 10.

	MODEL

	R-SQUARE
	MAE
	MSE
	RMSE

	LR
	0.58
	11886616.01
	357859487946601.94
	18917174.41

	SVM
	0.53
	18227375.77
	1169706429124762.2
	34200971.17

	RF
	0.99
	109533.47
	40193607450.30
	200483.43



Table 10: Model Performance of Future Forecasting of Recovery Cases
Now, Figure 12,13,14 shows the Future Forecasting of Recovery Cases of Covid-19 using SVM, RF and LR. These graphs 
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Figure 12: Recovery Cases Predicted by LR
[image: ]
Figure 13: Recovery Cases Predicted by SVM
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Figure 14: Recovery Cases Predicted by RF



CONCLUSION

The Period of COVID-19 pandemic gave a massive global crisis. Some researchers and higher authorities’ agencies throughout the world have declared that the pandemic can affect a massive portion of the world population. In this study, an ML-based prediction model has been built for predicting the risk of COVID-19 outbreak globally. The system analyses dataset containing the day-wise actual past data and makes predictions for upcoming days using machine learning algorithms. The results of the study prove that RF performs best in the current forecasting domain given the nature and size of the dataset. LR also perform well for forecasting to some extent to predict death rate and confirm cases. According to the results of these two models, the death rates will increase in upcoming days, and recoveries rate will be slowed down. SVM produces poor results in all scenarios because of the ups and downs in the dataset values. Overall, this study concludes the model predictions according to the current scenario, which may be helpful to understand the upcoming situation. The study helps to aware the covid-19 cases for the next 10 days. This study will be enhanced continuously in the future course, next it plans to explore the prediction methodology using the updated dataset and use the most accurate and appropriate ML methods for forecasting. Real-time live forecasting will be one of the primaries focuses in our future work.
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