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Introduction
In recent times, smart sensor nodes are used in most walks of life, supporting various monitoring and tracking applications [1]. A few of the possible applications are depicted in figure 1.1. The key enabler of this proliferation is the deployment of wireless sensor nodes as the last mile connection points for the Internet of Things (IoT) [2]. Several such nodes constituting a Wireless Sensor Network (WSN) assimilate data from the environment and link it up to the internet or a dedicated network. 
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Fig. 1: The WSN world
[bookmark: _Toc89989654]1 Wireless Sensor Network
A typical Wireless Sensor Network will have sensor nodes deployed in the field [3]. These sensor nodes pick up data from the environment and transfer it to a centralized location for processing and display on a human machine interface. These are used in applications spanning from personnel safety monitoring in hazardous areas to defence monitoring, smart homes and weather monitoring, to name a few [4][5][6][7][8][9].
The terminologies associated with wireless sensor networks are explained below. 
[bookmark: _Toc89989655]1.1 Wireless Sensor Node
A sensor node (SN) has the capabilities to sense, process, and communicate data to a required destination [10]. A sensor node achieves this through the use of three modules built into it, namely Sensor-Module, Processor-Module and Communication-Module as depicted in figure 1.2.
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Fig. 2: Block diagram of wireless sensor node
[bookmark: _Toc89989656]Sensor Module
The sensor module provides a link between the real world and the virtual world [10]. It responds to stimuli from the environment like temperature, pressure or humidity and generates an electrical signal proportional to the intensity of the stimulus. The continuous analog signal is digitized using an analog to digital converter (ADC). The digital signal thus generated is sent to the processor. 
[bookmark: _Toc89989657]Processor Module
The processor module carries out the conditioning of the raw data obtained from the sensor module before passing it on to the Communication Module [11]. It also schedules tasks, processes data and performs control functions for the whole module. For carrying out these functions, this module relies on the processor and memory sub-modules. 
[bookmark: _Toc89989658]Communication Module
The communication module provides the connectivity between sensors and the remote processing facility. For this, the transceiver sub-module establishes a radio link for uplink/ downlink over which data transfer takes place [12].
[bookmark: _Toc89989659]Power Source and energy consumption
For keeping the sensor module, processing module and communication module up and running, an embedded power source, typically in the form of an inbuilt battery, is provided. Since the power that can be stored in a battery is finite, conservative use of the available energy becomes a crucial factor for the longevity of a sensor node [13]. 

Fig. 3: Energy consumed by various modules of a wireless sensor node
Relative power demand by various modules in a sensor node is depicted in the chart above. As can be seen in figure 1.3, the major power demand on the battery is due to the communication module. Hence any improvement in the serviceable life of a sensor node will have to focus on this area [14]. 
[bookmark: _Toc89989660]1.2 Base Station
Base Station (BS), also known alternatively as Sink or Sink node, provides the connectivity for the field-deployed sensor nodes with the remote processing center. A BS, in contrast to the sensor nodes, has access to unlimited power sources and unconstrained computational facilities [15]. 
[bookmark: _Toc89989661]1.3 Transmission Round
Transmission round is the specific time period in which data from a sensor node is transmitted to its destination. A typical transmission sequence starts with the BS initiating the request for data transfer with the sensor node. Sensor nodes in turn will carry out the required data processing and send the same over the radio interface to the BS [15].
[bookmark: _Toc89989662]1.4 Network Lifetime
Network lifetime is the prime factor for ensuring the widespread adoption of WSNs. The lifetime of the network is calculated as the number of transmission rounds completed from the starting time to the time where only a percentage of the initial nodes are operational [16].  The number of transmissions for which all the nodes are alive, 90% of nodes alive, 50% or half of the nodes alive (HNA) and 25% or a quarter of nodes alive (QNA) are taken according to requirements.
[bookmark: _Toc89989663]2 Classification of WSN
WSNs are categorized based on the network topology or type of nodes. WSNs when classified based on network-connection-topology, result in Flat and Hierarchical Networks [17]. Based on the type and characteristics of nodes, WSNs are classified as Homogeneous and Heterogenous networks. 
[bookmark: _Toc89989664]2.1 Flat and Hierarchical Networks
In the field of WSNs, two types of network topologies are used. One is known as Flat topology and the other is Hierarchical topology [18]. 
Flat Topology
In flat topology, hierarchy is non-existent, as shown in figure 1.4a. All sensor nodes perform the same job of gathering and disseminating information. The network is not divided into either layers or groups. The nodes communicate with a base station or with other nodes. In every transmission round, each node collects the data and sends it to the sink or base station. The disadvantage here is that lot of energy is expended in data transmission between the sensor node and the sink node.
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Fig. 4a: A flat wireless sensor network

Hierarchical Topology
The entire sensor network is split into smaller groups called clusters as shown in figure 1.4b. This process is known as clustering. One of the nodes will be elected as a cluster head (CH) and other nodes will be called cluster members of their respective cluster. Cluster heads are responsible for collecting data from their member sensor nodes within the clusters, aggregating them and routing it to a remote base station or sink node directly or through other CHs. Since only the cluster head communicates with the base station, the energy expenditure during this type of routing will be lesser. Therefore, hierarchical routing based on clustering becomes one of the most effective ways to conserve energy in a wireless sensor network.
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Fig. 4b: A Hierarchical wireless sensor network
[bookmark: _Toc89989665]2.2 Homogeneous and Heterogeneous Networks
In homogeneous networks (figure 1.5a), all sensor nodes have the same energy, processing and communication capabilities [19]. Consequently, the role of CH is assigned, in a random manner to one of the nodes in the cluster.  Heterogenous networks (figure 1.5b), consist of sensor nodes having different energy and functional capabilities [20]. Hence CHs are chosen from the subgroup of nodes provided with additional capabilities.
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Fig. 5a: Homogeneous WSN
[image: ]
Fig. 5b: Heterogeneous WSN
[bookmark: _Toc89989666]3 Hierarchical Routing
Hierarchical routing is a feasible solution for reducing the energy consumption in WSN by reducing the redundant data transmission through clustering [21] [22]. Hierarchical routing aims at conserving the stored energy of the nodes leading to network lifetime enhancement. The routing approach can broadly be classified as the Classical Approach and Optimization based Approach.
Classical Routing
In classical routing, cluster head nodes are selected randomly. This might cause uneven depletion of power sources in sensor nodes [23]. 
Optimization-based Routing
To improve the energy efficiency, optimization algorithms such as Genetic Algorithm (GA), Ant Colony Algorithm (ACA), Particle Swarm Optimization (PSO), Artificial Bee Colony Algorithm (ABC) and Flower Pollination Algorithm (FPA) are used. This provides optimal solutions for the challenges in WSN viz, energy efficiency and consequent longevity issues  [24][25][26] [27] [28].
Since the cluster heads are responsible for data fusion, data aggregation and transmission to BS, they will be depleted of stored energy faster [29]. To avoid premature failure of cluster heads, the role of the cluster head is rotated among all nodes [30] [31].
Once the cluster head is selected, the cluster is formed based on the conditions as per the scenario. In the case of fixed clustering, every network will have a fixed number of clusters.  Whereas in the case of dynamic clustering, the number of clusters and members in each cluster will be varied [32]. 
[bookmark: _Toc89989667]4 Research Background
We are living in a world where everything is getting connected to everything else, whereby making every device smarter. WSNs find applications in a wide variety of sectors as shown in figure 1.6 [33] 
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Fig. 6:  WSN Applications
This is made possible only because these devices can connect without wires and cables. However, with no wires, these nodes are completely dependent on their internal energy sources for meeting their sensing and communication needs [34]. A node with a depleted battery will cease to perform its function. 
Hence, among the above challenges, energy efficiency which impacts the life of nodes and consequently the acceptability of WSNs is chosen as the focus area for this research. 
[bookmark: _Toc89989668]5 Challenges in WSN
· Energy requirement
Sensor nodes are battery operated and the amount of energy that can be packed into a battery is limited [35].
· Memory and processing limitation
Sensor nodes are designed with limited memory and processing abilities for limiting the power demand and for making them cost-effective [36].
· Scalability
Usually, in a network, nodes are deployed in large numbers and this calls for a system capable of handling large amounts of data and data generating nodes [37].
· Limited bandwidth
WSNs need to strike a balance between cost effectiveness and communication channel capabilities [38].
· Adaptability
WSNs need to evolve through accommodating mobility of sensor nodes and substitution of failed nodes [39].

[bookmark: _Toc89989670]6 Conclusion and Future scope
Sensor nodes are expected to operate continuously in the unattended area for long periods of time. It is extremely difficult to manually replenish the nodes because of their enormous number, maintenance costs and the inaccessibility of monitored regions. 
There is a rapid growth of IoT-based wireless systems over the past few years. The battery operated IoT heterogeneous devices have to run for longer periods to fulfil their assigned tasks[40].  Moreover, the large-scale deployment leads to higher energy demand and this results in a reduced lifetime of devices. Thus, conserving battery power by minimizing energy consumption becomes very significant in extending the network lifetime.
Any research  in this area strengthens the roots of IoT which is expanding into newer horizons.  More and more devices can be integrated into the internet of things, without becoming overly concerned about the loss of nodes due to power exhaustion, aiding the proliferation of WSNs into hitherto unchartered domains.
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