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ABSTRACT

In this work, we aim to investigate the problem of detecting and analyzing traffic accidents automatically and effectively through surveillance videos. First, the technique of motion interaction field (MIF) that has the potential to detect crashes in a video is adopted to locate the crashed vehicles based on the interactions between multiple moving objects. Second, the YOLO v3 model is employed to identify the crashed vehicles within the appropriate location. In order to recover the vehicle trajectories before the collision, a hierarchical clustering approach is used, and the corresponding trajectories are obtained. Third, to facilitate the judgment of traffic police, the trajectory is projected to a vertical view by using a perspective transformation. The vehicle velocity is estimated accordingly with the unbiased finite impulse response (UFIR) approach that does not require statistical knowledge of the external noise. Then, the estimated velocity and the obtained collision angle from the vertical view can be utilized to analyze the traffic accident. Several accident surveillance videos act as the input of the demo board. The accidents are detected successfully, and the corresponding vehicle trajectories are recovered.

    SYSTEM ANALYSIS

3.1 EXISTING SYSTEM:

Several models based on deep learning have been presented for automatic traffic accident detection. These methods require training with large amounts of data and use complex neural networks to detect collisions in videos. However, limited by the amount of training data and high computational costs, these frameworks are difficult to be implemented practically. In addition, with the rise in the number of traffic surveillance videos, detecting and analyzing accidents throughout the whole city with a centralized system are difficult. It is necessary to build a distributed architecture consisting of embedded devices deployed in every block of the city. Therefore, a lightweight framework that can be implemented on embedded devices is required.

3.1.1 DISADVANTAGES OF EXISTING SYSTEM:

However, limited by the amount of training data and high computational costs, these frameworks are difficult to be implemented practically. 

In addition, with the rise in the number of traffic surveillance videos, detecting and analyzing accidents throughout the whole city with a centralized system are difficult. 

3.2 Proposed System:

In this article, we propose an accident detection and analysis framework that can be implemented on AI demo boards. Considering quick accident detection, a motion interaction field (MIF) model is adopted to detect and localize traffic accidents. Regarding the analysis of traffic accidents, we use a YOLO v3 model and hierarchical clustering to get the trajectory of the vehicle before the collision. In order to analyze the accident accurately, we employ unbiased finite impulse response (UFIR) filtering and perspective transformation before estimating the speed and collision angle of vehicles in an accident. In addition, regarding the implementation of the designed system, we validate the framework on HiKey970 that is a Huawei AI demo board.

3.2.1 Advantages of proposed system:

To show the effectiveness and implementation performance of the proposed approach, an experiment is carried out based on a Huawei AI demo board named HiKey970 that is used for coding all the mentioned algorithms. 

Several accident surveillance videos act as the input of the demo board. The accidents are detected successfully, and the corresponding vehicle trajectories are recovered. 

3.3 FUNCTIONAL REQUIREMENTS

1.Data Collection

2.Data Preprocessing

3.Training And Testing

4.Modiling 

5.Predicting

  3.4 NON FUNCTIONAL REQUIREMENTS

NON-FUNCTIONAL REQUIREMENT (NFR) specifies the quality attribute of a software system. They judge the software system based on Responsiveness, Usability, Security, Portability and other non-functional standards that are critical to the success of the software system. Example of nonfunctional requirement, “how fast does the website load?” Failing to meet non-functional requirements can result in systems that fail to satisfy user needs. Non- functional Requirements allows you to impose constraints or restrictions on the design of the system across the various agile backlogs. Example, the site should load in 3 seconds when the number of simultaneous users are > 10000. Description of non-functional requirements is just as critical as a functional requirement.
Usability requirement
Serviceability requirement
Manageability requirement
Recoverability requirement
Security requirement
Data Integrity requirement
Capacity requirement
Availability requirement
Scalability requirement
Interoperability requirement
Reliability requirement
Maintainability requirement
Regulatory requirement
Environmental requirement
SYSTEM DESIGN

4.1 SYSTEM ARCHITECTURE:
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Fig.4.1.1 System architecture

DATA FLOW DIAGRAM:
The DFD is also called as bubble chart. It is a simple graphical formalism that can be used to represent a system in terms of input data to the system, various processing carried out on this data, and the output data is generated by this system.

The data flow diagram (DFD) is one of the most important modeling tools. It is used to model the system components. 

DFD shows how the information moves through the system and how it is modified by a series of transformations. It is a graphical technique that depicts information flow and the transformations that are applied as data moves from input to output.
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Fig.4.1.2Dataflow diagram

4.2.IMPLEMENTATION

1.Importing the packages
2. exploring the dataset - Accident Detection Data

3. Installing the packages required for yolov5 in Colab

4. Processing the Data based on yolov5 model

5. building the model in colab

 - YOLOV5

6. training the model

7. building the model with YOLOv5

8. training the model

9. Flask Framework with Sqlite for signup and signin

10. User gives input as Image or Video

11. the given input preprocessed and with trained model is used for detecting the license plate 

12. the segmented each object and put bounding box 

13. final outcome is displayed

4.2.1 MODULES AND ALGORITHMS:


- YOLOV5: YOLO an acronym for 'You only look once', is an object detection algorithm that divides images into a grid system. Each cell in the grid is responsible for detecting objects within itself. YOLO is one of the most famous object detection algorithms due to its speed and accuracy.YOLO (You Only Look Once) models are used for Object detection with high performance. YOLO divides an image into a grid system, and each grid detects objects within itself. They can be used for real-time object detection based on the data streams.

Scheme of the YOLOv5 Architecture as Convolutional Neural Network (CNN). Main parts include the BackBone, Neck and Head. In the BackBone, CSPNet is used in order to extract features from the images which are used as input images. The Neck is used for the creation of pyramid feature.

. 

4.4. SYSTEM TESTING
4.4.1 TESTING STRATEGIES

UNIT TESTING

Unit testing, a testing technique using which   individual modules are tested to determine if there are issues by the developer himself.. it is concerned  with functional correctness of the standalone modules. The main aim is to isolate each unit of the system to identify, analyze and fix the defects.

Unit Testing Techniques:

Black Box Testing - Using which the user interface, input and output are tested.

White Box Testing –Used to test each one of those functions behavior is tested.

DATA FLOW TESTING

Data flow testing is a family of testing strategies based on selecting paths through the program’s control flow in order to explore sequence of events related to the status of Variables or data object. Dataflow Testing focuses on the points at which variables receive and the points at which these values are used.

INTEGRATION TESTING 

Integration Testing done upon completion of unit testing, the units or modules are to be integrated which gives raise too integration testing. The purpose of integration testing is to verify the functional, performance, and reliability between the modules that are integrated.

BIG BANG INTEGRATION TESTING

Big Bang Integration Testing is an integration testing Strategy wherein all units are linked at once, resulting in a complete system. When this type of testing strategy is adopted, it is difficult to isolate any errors found, because attention is not paid to verifying the interfaces across  individual units.

 USER INTERFACE TESTING 

User interface testing, a testing technique used to identify the presence of defects is a product/software under test by Graphical User interface [GUI].

4.4.2 TEST CASES:

	S.NO
	INPUT
	If available
	If not available

	1
	User signup
	User get registered into the application
	There is no process

	2
	User signin
	User get login into the application
	There is no process

	3
	Upload image for prediction
	Prediction result displayed
	There is no process


4.5 SCREENSHOTS
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4.5.1 web open page
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                                         4.5.2 sign up page
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4.5.3 sign in page
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4.5.4 upload an accident image
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4.5.5 uploading an accident image 
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4.5.6 Result of a moderate accident 
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4.5.7 result of a accident with probability of 0.86 seviourness
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4.5.8 result of the accide


CONCLUSION

In this article, a framework was proposed for detecting and analyzing traffic accidents automatically through surveillance video. First, the technique of the MIF model was utilized to detect and locate crashes in videos. Second, a YOLO v3 model was adopted for the identification of crashed vehicles. Third, the hierarchical clustering algorithm was used to recover the trajectories before the collision. In order to facilitate the judgment of traffic police, the trajectories were projected to a vertical view through perspective transformation. Using UFIR filtering, the trajectories were filtered, and the vehicle velocity was estimated. Then, an accident was analyzed by the estimated velocity and the obtained collision angle from the vertical view. Finally, a hardware practice test had been carried out for coding all the mentioned algorithms on HiKey970, a Huawei AI demo board. An accident surveillance video acted as the input of the demo board. The accident was detected successfully, and the corresponding vehicle trajectories were recovered. The performance of HiKey970 was 28.85%–45.72% of Intel Core i7-9750H CPU @ 2.60-GHz system. However, there are still some problems to be solved in the further. First, another deep learning model can be tried to improve the identification accuracy when the car is blocked. Second, some image enhancement algorithms can be adopted for better performance of accident detection under different climate conditions or if the quality of surveillance videos is low. Third, the number plate of accident vehicles can be recognized for further analysis. In future research, we will focus more on path tracking control and attack detection for autonomous vehicles.
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