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ABSTRACT
The main factor behind mortality among both genders is cardiovascular disease. Furthermore, one-third of all deaths are attributed to cardiovascular diseases. Electrocardiography (ECG or EKG) helps to diagnose cardiovascular diseases at an affordable price. In this research, artificial intelligence is incorporated into the cardiovascular disease diagnosis system to assist in improving patient care, efficiency, and overall healthcare outcomes. We present a novel approach for detecting cardiovascular disease using ensemble classification techniques applied to electrocardiogram (ECG) images. Our ensemble classifier combines the power of two pre-trained models, MobileNetV2 and ResNet50, with a bespoke model specifically designed to capture global patterns, statistical parameters, and both high and low-level features. Leveraging this ensemble classifier, we demonstrate that accurate predictions of cardiovascular diseases can be achieved with a small dataset. Our proposed model achieves an impressive accuracy score of 99.99%, showcasing its effectiveness in the early diagnosis and treatment of cardiovascular conditions.
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1. Introduction
The main factor behind mortality among both genders worldwide is cardiovascular disease. As of 2023, the global population has reached 8 billion. Among them, about 620 million individuals suffer from heart disease, constituting 7.75% of the world population. Additionally, an estimated 60 million people are affected by heart disease every year. Global
estimates unveil a startling reality. Approximately 1 in 13 people are living with cardiac disease. Furthermore, one-third of all deaths are attributed to cardiovascular diseases.  In any case, three-quarters of cardiovascular disease (CVD) affects low- and middle-income countries. [1] [2]
Cardiovascular disease, otherwise known as heart and blood vessel disease, consists of a range of conditions that perturb the cardiovascular system. These conditions include coronary heart disease, heart failure, valvular heart diseases, and various disorders that impact the cardiovascular system. Among these, coronary heart disease, notably acute myocardial infarction, a coronary event or cardiac arrest caused by a blockage in the blood vessels supplying the heart muscle, has significantly affected the world mortality rate. Timely intervention is crucial in managing a myocardial infarction effectively and improving outcomes for the patient. Hence, there is an urgent need to devise a solution that helps identify myocardial infarction at an earlier stage and a minimum cost.
Electrocardiography (ECG or EKG) helps to diagnose cardiovascular diseases. Specifically, the 12-lead ECG delivers more information about the well-being of the cardiovascular system. Since the ECG provides results instantly, it is adequate for quick assessment and diagnosis. In comparison to other imaging techniques, ECG is a cost-effective diagnostic method. Hence, it can be employed in resource-limited healthcare environments. [3]
Analyzing ECG signals manually for diagnosing cardiovascular diseases is both prone to errors and time-consuming. Nowadays, artificial intelligence has been continuously incorporated into healthcare systems, presenting various sorts of benefits that assist in improving patient care, efficiency, and overall healthcare outcomes. With the help of Machine Learning, the automatic diagnosis of CVD can be done efficiently and more error-free. In building machine learning models, feature extraction is an important phase to be conducted. Feature extraction involves reducing the dimensionality of a dataset changing or mapping the data into a different set of variables with fewer dimensions, while retaining significant information from the original input data. Convolutional Neural Networks (CNNs), a type of multi-layer perceptron, are instrumental in extracting essential features from input datasets and performing classification tasks based on these features. They are particularly prominent in image classification tasks. CNN transfer learning is a method in which a pre-trained model, educated on a massive dataset, transfers its knowledge obtained during initial training to another CNN model for a related task. It can serve as a feature extractor in a machine-learning model. In this research, a combination of lightweight optimized CNN and pre-trained models such as MobileNet and ResNet is used to extract hidden and valuable features [4] [5]. Figure. 1 depicts the concept of traditional machine learning and transfer learning.
Ensemble learning refers to a machine learning approach where the amalgamation of numerous models is employed to enhance the resilience of the overall model. Here, The individual models are often referred to as base learners or weak learners. The combination of these models is referred to as ensemble learners. Boosting is a type of ensemble learning. Figure.  2 represents the overview of ensemble learning. The Boosting technique focuses on training each model to correct the errors of the previous ones, with more emphasis on misclassified instances [6]. 
In the classification phase, a trained model categorizes the unseen data into predefined categories. To enrich the model’s performance, XgBoost, which is a type of ensemble learning, is employed as a classifier. The three feature extractors are used to extract valuable features, which are then passed to the XgBoost classifier individually. Finally, the results are determined using the majority voting technique. K-fold cross-validation is a method employed to evaluate the effectiveness of predictive machine learning or deep learning models. This method divides the dataset into k subsets, and the model is assessed k times by using a different subset as the test data in each iteration. This approach enhances the model's performance as it trains on the entire dataset, reducing the risk of overfitting. Figure 3 illustrates the concept of K-fold cross-validation. The total accuracy is calculated based on the mean accuracy across all folds. The final evaluation is done by 10-fold cross-validation. To obtain an optimized CNN architecture, hyperparameter tuning is performed. Hyperparameters are the parameters that help control the effectiveness of the model. The values of the hyperparameters are determined before the training begins and are not changed during the model training. In this research, Grid Search is employed to optimize the CNN architecture. Grid Search explores every combination of values in the search space to identify the best-optimized models [22]. Bayesian optimization is one of the techniques used in hyperparameter tuning which uses Bayesian search to find out the optimized values of the hyperparameters of the machine learning models by reducing the number of iterations to search.
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                         Figure 1: Abstract concept of Traditional ML and Transfer Learning.
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                                    Figure 2: Abstract concept of Ensemble Learning.
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Figure 3:  Abstract concept of K- fold cross-validation. Here the k value is taken as 5.
 
The primary reason for undertaking this research can be summarized as follows:
1) Exploring the proficiency of transfer learning and deep learning methods for detecting CVDs from ECG images, to develop reliable and scalable diagnostic tools for clinical use. By investigating the performance of various ensemble models and deep learning architectures such as convolutional neural networks (CNNs), the authors aim to identify the most suitable approach for automated CVD detection.
2)   Through the utilization of small datasets containing labeled ECG images and sophisticated computational algorithms, these approaches have the capability to acquire knowledge regarding patterns and features linked to various cardiac conditions. This facilitates precise and prompt diagnosis.
3) The paper aims to add to the expanding body of research within medical image analysis and healthcare informatics, bridging the divide between conventional diagnostic techniques and emerging technologies.
1)  A novel resource-efficient CNN architecture is designed for predicting cardiovascular diseases using common 12-lead ECG images.
2)  The transfer learning approach, utilizing MobileNet and ResNet is harnessed for developing a resource-efficient model.
3)  XgBoost, a boosting technique and a type of ensemble learning is utilized to enhance the model’s classification performance.
4)  All the features derived from the three models are fed into the ensemble classifier and a majority voting technique is used to finalize the results.
5) Hyperparameter tuning is performed to find an optimized solution.
6) To our current understanding, this marks the third study employing an ECG image dataset of individuals with heart conditions, potentially encouraging fellow researchers to investigate different approaches for detecting cardiovascular diseases with this dataset.
The article is structured as follows: Section II provides a literature review, Section III explains the methods used in this study, Section IV presents the results and discussions, and Section V concludes the article and suggests future perspectives.



2.  Literature Review

      Numerous research endeavors have been initiated by experts and academic scholars to analyze medical data for cardiovascular diseases. In prior research, various machine learning and deep learning techniques have been utilized to categorize ECG data.
Mohammed B. Abubaker and Bilal Babayi gi [7] proposed a lightweight CNN architecture consisting of 38 layers to categorize ECG images into four classes. It was evaluated against cutting-edge architectures, AlexNet and SqueezeNet, and outperformed both pre-trained models with the utmost correctness of 98.23%. This research revealed that the model performed well when the proposed lightweight CNN architecture is used as a feature extractor, and the Naïve Bayes algorithm is employed for the purpose of classification. It achieves the best accuracy of 99.79%. 
Pendela Kanchanamala et al. [8] proposed a new methodology of Grey Wolf Horse Herd optimization-based Shepard Convolutional Neural Network. In this approach, the Spark architecture incorporating master and slave nodes was employed. Heart disease detection was performed by the master node while pre-processing and feature fusion were handled by the slave node.The newly formulated model integrated the Grey Wolf Optimizer (GWO) and Horse Herd Optimization (HHO) algorithms. The dataset used for the ShCNN model, based on GWHHO, combined four databases: Cleveland, Hungary, Switzerland, and VA Long Beach. This technique achieved high accuracy of 0.9325 for VA Long Beach.
Nandakumar and Subhashini Narayan [9] presented a deep belief network with hamming distance feature selection and cuckoo search bio-inspired algorithm for accurately predicting cardiac diseases. The findings indicated that combining deep belief networks with the cuckoo search algorithm yielded encouraging results. They attained an accuracy of 89.2% for the Cleveland dataset, 89.5% for South Africa, and 89.7% for Z-Alizadeh Sani. Moreover, accuracy levels of 90.2% for Framingham and 91.2% for Statlog cardiac disease datasets were also achieved.
Jamunah et al. [10] have developed a DenseNet-based CNN model for the identification of myocardial infarction. Later, Grad-CAM was applied to enable the visualization of specific ECG leads, producing an average accuracy of 98.9% for DenseNet and 98.5% for CNN. This model can be applied for ECG prioritization in diagnosing myocardial infarction (MI) in medical facilities. The dataset used is the PTB database, containing 12 leads ECG images.
Lotfi Mhamdi et al. [11] developed algorithmic models to analyze ECG tracings and predict cardiovascular diseases.  They noticed a steady validation accuracy score of around 0.95 for both the MobileNetV2 and VGG16 algorithms. Yet, upon deployment on Raspberry Pi, a minor drop in accuracy was observed, with scores of 0.94 for MobileNetV2 and 0.90 for VGG16. The dataset consists of 928 images of ECG traces classified into four groups: normal, Myocardial Infarction (MI), history of MI, and abnormal heartbeat.  
Girmaw Abebe Tadesse et al. [12] proposed DeepMI, a novel deep-learning approach for differentiating Myocardial Infarction (MI) from normal cases and determining the time
occurrence of MI. This method employed fusion strategies and transfer learning to minimize computational overhead. In this research, a spectrogram was generated from multi-lead ECG waveforms to encode the frequency-time characteristics. Transfer learning was adopted for deep feature encoding. Spectral and temporal models were exploited for diagnostic modeling. This method successfully distinguished between normal cases and cases of acute, recent, and old onset myocardial infarction (MI), achieving AUROCs of 96.7%, 82.9%, 68.6%, and 73.8%, respectively.   
   Mahwish Naz et al. [13] utilized deep learning models such as AlexNet, VGG-16, and Inception-v3. Transfer learning was used to train models and capture deep features from various output layers. These features were combined through concatenation, and the best ones were chosen using a heuristic entropy calculation technique. Subsequently, supervised learning classifiers were employed for feature classification, resulting in an accuracy of 97.6%. The final classifier used was the Cubic Support Vector Machine. The dataset included publicly available databases such as MIT-BIH, CUDB (Creighton University VT Database), and the Nsr database.
Ali Haider Khan et al. [14] presented a generic Single Shot Detection MobileNetV2 deep neural network architecture that is applicable for processing all formats of ECG to uncover heart diseases prematurely. The proposed method involved converting the 12-lead ECG images to one-lead ECG images and then further processing. It was assessed using an extensive dataset comprising 11,148 standard 12-lead ECG images and attained a detection accuracy of 98% across four significant cardiac abnormalities: myocardial infarction, abnormal heartbeat, previous history of MI, and the normal category.
Ehab Essa,1,2, and Xianghua Xie [15] developed an approach based on the bagging technique to automatically distinguish heartbeats. The bagging model comprised two deep learning models: CNN-LSTM and RRHOS-LSTM, which were trained by different subsampling of the highly unbalanced MIT- BIH arrhythmia dataset. The bagging model was combined using a meta-classifier. The combined results were further evaluated by the CNN-LSTM model. This approach achieved the best results with an accuracy of 95.81%.
Lujain Ibrahim et al. [16] compared the machine learning model (XgBoost) and deep learning models (RNN, CNN) for the ahead-of-time identification of acute myocardial infarction disease using the ECG View II database. To prevent biased results and balance the dataset, SMOTE (Synthetic Minority Oversampling Technique) was employed. Shapley values were used to determine the features significantly influencing the accurate detection of the disease. The maximum accuracies attained by CNN, RNN, and XgBoost models in this study were 89.9%, 84.6%, and 97.5%, respectively. According to this research, the XgBoost decision tree model provided the most errorless results.
Acharya et al. [17] implemented by applying an 11-layer deep CNN network, they employed 10-fold cross-validation to improve the proposed CNN's accuracy without requiring feature extraction or feature selection based on the PTB database. The accuracy of the overall results of ECG beats in both the existence and absence of noise became 93.53% and 95.22%, respectively.
P. Bizopoulos and D. Koutsouris [18] concluded that deep learning replaces traditional machine learning as it requires less domain knowledge to solve the problem and it is scalable as it increases accuracy and is more suitable in feature engineering.
Bharti et al. [19] constructed three models out of which the dataset was normalized which looked after the outliers and performing feature selection achieved better results that is it received the accuracy of KNeighbors as 84.86% with selecting 13 features from the dataset and while applying deep learning it achieved the accuracy of 94.2% with three dense layers first layer with 128 units, the second with 64 units and third with 32 layers.
K. Dissanayake and M. G. Md Johar [20] conducted an experiment with various feature selection techniques like forward feature selection, backward feature selection, exhaustive feature selection, recursive feature elimination, etc. along with classifiers like decision tree, random forest, support vector machine etc. in a Cleveland heart disease dataset. After the analysis, the results for backward feature selection with the decision tree classifier achieved higher accuracy at 88.52% and precision at 91.30%.
Avanzato and Beritelli [21] suggested using ECG signals from the MIT-BIH arrhythmia dataset to identify three kinds of cardiac disorders using a deep CNN with four 1-D convolutional layers. The initial convolutional layer included a batch normalization layer with a filter size of 80, whereas the following layers used a filter size of 4. This design incorporated an average pooling layer followed by a softmax layer for classification instead of fully connected layers. The accuracy rate of this model was 98.33%. Table 1 represents the summary of the literature review for the ECG dataset with various techniques for the efficiency of the research in the field of cardiovascular disease.

    Table 1: Summary of the Literature Review

	S.NoNo
	Reference  
	          Methodology Used
	Performance
(Accuracy)

	1
	[17]
	Model: Seven-layer CNN with noise data and noiseless data
	95.22%(without noise)
93.53%(with noise)


	2
	[18]
	Cardiac imaging analysis
Risk Prediction and prognosis
	spec: Proved deep learning is more suitable than traditional machine learning

	3
	[16]
	RNN Model
CNN Model
XGBoost Model
	97.5% (Xgboost)
89.9% (CNN)
84.6% (RNN)

	4
	[21]
	Model: deep CNN with four 1-D convolutional layers
	98.33%

	5
	[19]
	Three dense layers first layer with 128 units, the second with 64 units, and the third with 32 layers.
	94.2% (3 dense layers)
84.86% (13 feature selection)

	6
	[20]
	Detect the timing of MI using a set of 12 ECG leads and reduce computational load with deployed transfer learning.
	88.52%

	7
	[12]
	Identify the time occurrence of MI using a collection of 12 ECG leads and minimize the computational overhead transfer learning deployed
	96.7% (Normal MI)
82.9% (Acute MI)
68.6% (Recent MI)
73.8% (Old MI)

	8
	[13]
	AlexNet, VGG-16, Inception-v3
Feature Selection: heuristic entropy calculation approach
	97.6%

	9
	[14]
	Single Shot Detection (SSD) architecture based on MobileNet V2 Deep Neural Network.
	98%

	10
	[15]
	A bagging approach for deep learning models was suggested using two architectures: CNN-LSTM and LSTM paired with RR intervals and higher-order statistics (HOS) features, specifically for imbalanced datasets.
	95.81%

	11
	[9]
	Model: Cuckoo Search bio-inspired algorithm using hamming distance-based feature selection
	91.2% (Statlog dataset)
90.2% (Framingham dataset)
89.5% (South Africa dataset)
89.2% (Cleveland dataset)

	12
	[10]
	DenseNet Model
Grad-CAM Model
	98.9% (DenseNet)
98.5% (CNN)

	13
	[11]
	MobileNetV2 and VGG16 
	94% (MobileNetV2)
90% (VGG16)S

	14
	[8]
	Shepard CNN
Using Spark Architecture based on Grey Wolf Herd and Horse Herd optimization technique
	93.25%

	15
	[7]
	Lightweight CNN architecture
Using pre-trained networks such as SqueezeNet, AlexNet
	99.79%




3.     Method

	The following section describes as illustrated in Figure 6, the proposed model operates. First, we begin with a collection of data and next data pre-processing further we perform feature extraction with our optimized CNN model, MobileNet V2, and ResNet-50 and later we use XgBoost classifier for classification. Then finally, we evaluate the performance by accuracy, precision, F1-score, and recall. Now let us see each step-in detail as follows:

4.1.     Data Collection

The dataset used for the proposed model is the publicly available ECG image dataset, which can be downloaded from the Mendeley Data website (https://data.mendeley.com/datasets/gwbz3fsgp8/2). This dataset contains ECG images (12 leads) of cardiac patients categorized into four groups. It comprises 240 ECG images from patients diagnosed with Myocardial Infarction, 233 ECG images showing abnormal heart rhythms, 172 ECG images from patients with a history of MI, and 384 ECG images of patients with normal heart rhythms. Table 2 represents the four different classes of patient records found in the publicly available ECG image dataset. Figure. 4 represents the example of some images from each class in the dataset.

4.2.     Data Preprocessing

	The pre-processing steps involve cropping, reshaping, and normalizing the input images. The ECG images in the dataset are like a report which consists of patient information. To focus only on the ECG images, the header and footer are removed from the images. Figure. 5 depicts the difference between normal and cropped images after performing cropping. The images are passed as a vector in the shape of (1527, 2213,3). Images are then converted into a common format of (227, 227, 3) to ensure consistent dimensions. Normalization is used to ensure pixel values are within the 0 to 1 range, minimizing potential errors.

4.3.     Feature Extraction

	   Features refer to the various properties and attributes present in the input dataset. They are distinctive characteristics that can be derived from the input data for analysis. To help reduce dimensionality, the most pertinent characteristics from the dataset are extracted through a technique known as feature extraction. Machine learning and deep learning models make decisions based on input features, thus influencing model performance. In this research, three deep learning models (Optimized CNN, MobileNet, ResNet-50) are employed for feature extraction. The features which are extracted are then passed to the classifier for further analysis. Each model is explained as follows:

4.3.1.    Pre-trained Models
	
                Pre-trained models are trained on extensive datasets to identify significant patterns and features within data. They are commonly employed in CNN Transfer Learning, allowing for fine-tuning to adapt to various datasets for similar tasks. This utilization of prior knowledge acquired during initial training enhances model effectiveness while conserving computational time and resources, particularly beneficial when working with small datasets. In this article, pre-trained models like MobileNet and ResNet-50 serve as feature extractors. These models are trained on a subset of ImageNet, one of the largest datasets containing 1000 classes. Both MobileNet and ResNet-50 have significantly impacted the field of computer vision by enabling accurate and efficient processing of visual data.

			         Table 2: Public ECG Images Dataset Description	

	S.No
	Class
	Number of Images

	1.
	Myocardial Infarction
	240

	2.
	Abnormal heartbeats
	233

	3.
	History of Myocardial Infarction
	172

	4.
	Normal heartbeats
	384

	
	Total
	928
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		            (c)							  (d)

Figure 5:  Sample ECG Images from the dataset. (a) Normal Person (b) Abnormal Heartbeat (c) Myocardial Infarction (d) History of Myocardial Infarction
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		         (a)				                                                                     (b)

        Figure 6:  ECG Images (a) Normal ECG Image (b) Cropped ECG Image

4.3.2.    Optimized CNN

The Leaky ReLU layer and batch normalization layer succeed in every Convolutional and fully connected layer. The proposed architecture comprises several layers, including the input layer, convolutional layer, max-pooling layer, batch normalization layer, flattening layer, densely connected layer, concatenation layer, dropout layer, and output layer. Data is received by the input layer, which then forwards it to hidden layers for processing. The dimensionality of the input data corresponds to the number of neurons in the input layer.
Convolutional layers extract complex patterns while max-pooling layers reduce spatial dimensionality. Batch normalization stabilizes and accelerates the model. The flattening layer converts multidimensional data into one dimension, training by normalizing inputs, addressing internal covariate shift bridging feature extraction, and fully   connected layers. The densely connected layer, or fully connected layer, receives one-dimensional data and connects every neuron to those in preceding and subsequent layers.
Concatenation layers combine features from different branches and layers, integrating data from multiple sources. Dropout layers improve generalization by deactivating neurons in each iteration, preventing overfitting and enhancing performance on unseen data. The output layer receives the features from the hidden layer and processes them to produce the output. The number of neurons in the output layer is equal to the number of classes in the dataset. The final result is determined by which neuron is activated in the output layer. The proposed model commences with an input layer that receives 227 x 227 x 3 images. The input layer bifurcates into two branches, namely      branch_1 and branch_2. Branch_1 comprises three stacked convolutional layers, each with a 3 x 3 kernel size and a stride of 2. Following each convolutional layer are a Leaky ReLU layer, a batch normalization layer, and a max-pooling layer with a 6 x 6 kernel size and a stride of 3 can be seen in Fig. 7. For the three convolutional layers, namely conv 1, conv_2, and conv_3, 64, 128, and 224 neurons are employed, respectively. The output size of these stacked layers is 2 x 2 x 224. In branch_2, there is a fully connected layer, namely fc_1, with 16 neurons, succeeded by a Leaky ReLU layer along with a dropout layer to stop overfitting. The feature map is formed into a 1 x 1 x 16 shape by the flattening layer in the fully connected layer.
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	           	          Figure 7:  System Design with Majority Voting
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                                                  Figure 8:  Proposed CNN Architecture

      		    Table 3: Layer Analysis of the proposed CNN architecture

	S.No
	Type
	Name
	Properties
	Input Size
	Output Size

	1. 11.
	Image Input
	image_input
	-
	227 x 227 x 3
	227 x 227 x 3

	2. 1.
	Convolutional Layer
	conv_1
	64, 3 x 3, stride = 2 ,padding = same
	227 x 227 x 3
	114 x 114 x 64

	3. 2.
	Max pooling Layer
	maxpool_1
	6 x 6 ,stride = 3,padding = same
	114 x 114 x 64
	38 x 38 x 64

	4. 3.
	Convolutional Layer
	conv_2
	128, 3 x 3, stride = 2 ,padding = same
	38 x 38 x 64
	19 x 19 x 128

	5. 4.
	Max pooling Layer
	maxpool_2
	6 x 6 ,stride = 3,padding = same
	19 x 19 x 128
	7 x 7 x 128

	6. 5.
	Convolutional Layer
	conv_3
	224, 3 x 3, stride = 2 ,padding = same
	7 x 7 x 128
	4 x 4 x 224

	7. 6.
	Max pooling Layer
	maxpool_3
	6 x 6 ,stride = 3,padding = same
	4 x 4 x 224
	2 x 2 x 224

	8. 7.
	Fully Connected Layer
	fc_1
	16
	227 x227x 3
	1 x 1 x 16

	9. 8.
	Dropout Layer
	dropout_1
	0.1
	1 x 1 x 16
	1 x 1 x 16

	10. 9.
	Convolutional Layer
	conv_4
	32, 1 x 1, stride = 2, padding = 1
	1 x 1 x 16
	2 x 2 x 32

	11. 10.
	Convolutional Layer
	conv_5
	64 , 1 x 1, stride = 3, padding = 1
	1 x 1 x 16
	2 x 2 x 64

	12. 11.
	Convolutional Layer
	conv_6
	128, 1 x 1, stride = 2 ,padding = 1
	1 x 1 x 16
	2 x 2 x 64

	13. 12.
	Convolutional Layer
	conv_7
	256, 1 x 1, stride = 2 ,padding = 1
	1 x 1 x 16
	2 x 2 x 256

	14. 13.
	Concatenation Layer
	concat_1
	Two inputs of size 2 x 2 x 32 and 2 x 2 x 64
	
	2 x 2 x 96

	15. 14.
	Dropout Layer
	dropout_2
	0.1
	
	2 x 2 x 96

	16. 115.
	Concatenation Layer
	concat_2
	Two input of size 2 x 2 x 64 and 2 x 2 x256
	
	2 x 2 x 256

	17. 116
	Concatenation Layer
	concat_3
	Two inputs of size 2 x 2 x 224 and 2 x 2 96
	
	2 x 2 x 320

	18. 117.
	Dropout Layer
	dropout_3
	0.1
	2 x 2 x 320
	2 x 2 x 320

	19. 118.
	Convolutional Layer
	conv_8
	256, 1 x 1, stride = 1, padding = same
	2 x 2 x 320
	2 x 2 x 320

	20. 219.
	Concatenation Layer
	concat_4
	Two inputs of size 2 x 2 x 256 and 2 x 2 320
	
	2 x 2 x 576

	21. 20.
	Dropout Layer
	dropout_4
	0.1
	2 x 2 x 576
	2 x 2 x 576

	22. 21.
	Convolutional Layer
	conv_9
	256, 1 x 1, stride = 1 ,padding = same
	2 x 2 x 576
	2 x 2 x 256

	23. 22.
	Convolutional Layer
	conv_10
	256, 1 x 1, stride = 1 ,padding = same
	2 x 2 x 256
	2 x 2 x 256

	24. 23.
	Convolutional Layer
	conv_11
	256, 1 x 1, stride = 1 ,padding = same
	2 x 2 x 256
	2 x 2 x 256

	25. 24.
	Fully Connected Layer
	fc_2
	1024
	2 x 2 x 256
	1 x 1 x 1024

	26. 25.
	Dropout Layer
	dropout_5
	0.1
	1 x 1 x 1024
	1 x 1 x 1024



The output simultaneously flows into four child branches, namely child_1, child_2, child_3, and child_4. Each child branch includes a convolutional layer, followed by a Leaky ReLU layer and a batch normalization layer. In child_3 and child_4 branches, the convolutional layer has 32 neurons with a stride of 2 and 64 neurons with a stride of 3, respectively. Both convolutional layers have a kernel size of 1 x 1 with a stride of 2 and a padding of 1. The output from these layers is concatenated to produce a feature map of 2 x 2 x 96. After concatenation, it passes through a dropout layer to reduce the impact of correlated features and prevent overfitting. It is then further concatenated with branch_1 to generate a feature map. The Leaky ReLU layer and batch normalization layer succeed every Convolutional and fully connected layer in the shape of 2 x 2 x 320. This is succeeded by a dropout layer and a convolutional layer with 256 neurons and a stride of 1. Child_1 and child_2 branches contain convolutional layers with a stride of 2 and padding 1. For feature extraction, convolutional layers with 128 and 256 neurons are employed in the child_1 and child_2 branches, respectively. The outputs of the above two branches are concatenated, producing a feature map of size 2 x 2 x 256. This is further concatenated with branch_1, generating a feature map of size 2 x 2 x 320. It undergoes three stacked convolutional layers with the same specifications: 256 nodes with a stride of 1. Each convolutional layer is followed by a Leaky ReLU layer and a batch normalization layer. The feature map then traverses a fully connected layer with 1024 nodes, enhancing the classification process. Features extracted from this CNN architecture are passed to the classifier.

4.4.     Classification

In the classification phase, the deep learning model classifies images based on patterns learned from the input data. In this proposed model, for classification, the XGBoost classifier is used. The features extracted from the three models are individually processed by the classifier, and the final results are determined using a majority voting technique. After the majority voting, the final results could be any of the four classes, i.e., Myocardial Infarction Patients, patients with abnormal heartbeats, patients with a history of MI, or patients with normal heartbeats CNN model's performance further, and is used to prevent overfitting and fine-tune the model. Hyperparameter optimization is done to enhance the model performance by identifying the optimized hyperparameter values. Grid search is used for the numeric values. Bayes search optimization is used for other values.


5.     Results and Discussion

	Evaluation metrics such as accuracy, recall, precision and F1-score are employed to assess the model's performance. These measurements are derived from the analysis of data within a confusion matrix. Accuracy represents the fraction of correctly predicted observations out of the total number of observations. The percentage of accurately predicted observations in a given class compared to all observations in that class is known as recall. The percentage of accurately predicted observations in a given class relative to all observations predicted to belong in that class is known as precision. 
    The F1 score is a combined metric that accounts for both Recall and Precision, providing a balanced assessment considering both false negatives and false positives. The pre-trained model's such images of 1000 classes. The final layer of the pre-trained model is eliminated from the model since both of the pre-trained models are utilized as feature extractors. The last layer in the MobileNet-v2 model is the global average pooling layer, which is eliminated to serve as a feature extractor. It is followed by a fully connected layer with 1000 output units. 
    The final fully connected layer of the Resnet 50 model, which has 1000 output units and a SoftMax activation function, is taken out to use as a feature extractor. The proposed CNN contains two main branches one branch is used for focusing on abstract features and the other branch is used for focusing on high-level features such as global patterns and statistical parameters. The layer which starts with the fully connected layer is divided into four branches which helps to find out the features at different dimensions. The network properties of the three deep-learning models are shown in Table 4.
The ensemble deep learning model, which combines three models—MobileNet-v2, Resnet 50, and the suggested CNN model—is thoroughly analyzed in Table 5. Based on the deep learning model's performance, this system obtains the highest accuracy of 99.99% in Fold 5. This ensemble model achieves an average accuracy gain of 94.741. The ensemble model's confusion matrix is displayed in Figure. 9 before hyperparameter tuning optimization. Hyperparameter tuning is used to optimize the deep learning model. The deep learning model's performance is enhanced and its accuracy in detecting cardiovascular disease is increased by hyperparameter adjustment. Table 6 displays the deep learning model's optimal hyperparameter values.
The values of the hyperparameter obtained by hyperparameter tuning for the XgBoost classifier are shown in Table 7. The comparison results of various papers are shown and the efficiency of our proposed CNN depicts higher results in Table 8. The model performance analysis is shown in Table 9. According to the results obtained by the deep learning model, this system achieves the best accuracy of 98.92% in Fold 5. The average accuracy gained by this ensemble model is 95.26. The ensemble model's confusion matrix is displayed in Figure. 10 following hyperparameter tuning and model optimization.

Table 4: Network properties

	Network
	No. of layers
	No. of parameters (million)

	MobileNet-v2
	53
	3.4

	Resnet 50
	50
	25.6

	Proposed CNN
	39
	2.48




            Table 5: Performance measurement values of the proposed model before hyperparameter optimization

	Fold
	Accuracy (%)
	Precision (%)
	Recall(%)
	F1 - Score

	1
	90.43
	92.22
	88.72
	90.44

	2
	95.7
	95.13
	94.56
	94.84

	3
	91.4
	90.1
	88.51
	89.30

	4
	94.62
	94.1
	95.54
	94.81

	5
	99.99
	99.99
	99.99
	99.99

	6
	93.55
	95.37
	93.02
	94.18

	7
	97.85
	95.83
	98.21
	97.01

	8
	92.47
	92.39
	92.71
	92.55

	9
	97.85
	97.68
	97.72
	97.70

	10
	93.55
	92.82
	93.44
	93.12

	Average
	94.741
	94.563
	94.242
	943.94
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Figure 9. Before hyperparameter tuning, confusion matrices for every fold in the suggested CNN model. (a) Confusion matrices for fold 1 (b) Confusion matrices for fold 2 (b) Confusion matrices for fold 2 (c) Confusion matrices for fold 3 (d) Confusion matrices for fold 4 (e) Confusion matrices for fold 5 (f) Confusion matrices for fold 6 (g) Confusion matrices for fold 7 (i) Confusion matrices for fold 8 (j) Confusion matrices for fold 10

                                    Table 6: Hyperparameter values used in the model after optimization

	S.No
	Parameter
	Value

	1
	kernel_intializer
	HeUniform

	2
	kernel_regularizer
	L2

	3
	bias_intializer
	HeUniform

	4
	alpha_intializer
	0.8697571290118151

	5
	Activation Function
	Leaky ReLU

	6
	dropout_intialiser
	0.3570229082943259

	7
	kernel_regularizer_value
	0.00041944

	8
	momentum_intialiser
	0.7734170746460907

	9
	epsilon_value
	0.0979991151540


                      
                    Table 7: Hyperparameter values of the XgBoost classifier after hyperparameter tuning

	[bookmark: _Hlk163463849]S.No
	Parameter
	Value

	1
	min_child_weight
	5

	2
	max_depth
	3

	3
	Learning_rate
	0.1934863651035451

	4
	Max_leaves
	5

	5
	N_estimators
	264

	6
	gamma
	0

	7
	Colsample_bytree
	0

	8
	subsample
	1

	9
	Reg_alpha
	1

	10
	Reg_lamda
	42


                                        
 Table 8: Comparison results achieved on the ECG images dataset

	Sr.No
	Author
	Dataset
Size
	Hyper Parameter Tuning for CNN
	Hyper Parameter Tuning for Xgboost
	Pretrained Network

	
	
	
	
	
	AlexNet
	VGG16
	Squeeze
Net
	Resnet 50
	MobileNet

	1
	[7]
	     4700
	

       
	

	

	

	

	

	


	2
	[11]
	      6496
	

	

	

	

	

	

	


	3
	[14]
	     11148
	
       
	

	

	

	

	

	


	4
	 [13]
	
1024
	

	

	

	

	

	

	


	5
	Proposed CNN
	
928
	

	

	

	

	

	

	




                            Table 9: Performance measurement values of the proposed model after hyperparameter tuning

	Fold
	Accuracy
	Precision
	Recall
	F1  Score

	1
	98.92
	99.1
	98.61
	98.85

	2
	92.47
	93.6
	91.81
	92.7

	3
	96.77
	96.13
	97
	96.56

	4
	96.77
	97.48
	97.22
	97.35

	5
	96.77
	97
	96.6
	96.8

	6
	89.25
	89.1
	89.58
	89.34

	7
	93.55
	94.1
	93.65
	93.87

	8
	96.77
	97.02
	97.32
	97.17

	9
	95.65
	95.17
	94.74
	94.95

	10
	95.65
	96.77
	94.6
	95.67

	Average
	95.26
	95.54
	95.11
	95.33
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Figure 10. After hyperparameter tuning, confusion matrices for every fold in the suggested CNN model. (a) Confusion matrices for fold 1 (b) Confusion matrices for fold 2 (b) Confusion matrices for fold 2 (c) Confusion matrices for fold 3 (d) Confusion matrices for fold 4 (e) Confusion matrices for fold 5 (f) Confusion matrices for fold 6 (g) Confusion matrices for fold 7 (i) Confusion matrices for fold 8 (j) Confusion matrices for fold 10

To the best of our knowledge, work in [7] and [14] are the only work in literature that uses the same dataset that classifies the four classes. According to the work in [7], they used a data augmentation technique and increased the total number of images from 928 to 4700. Five-fold cross-validation is used to validate the dataset. The dataset is split into five sections for this operation. The dataset is separated into four parts, with the remaining part being used for testing and the other for training. For training the model, a batch size of 24 and a learning rate of 0.0001 were utilized. The dataset was split into 80% for training and 20% for testing. Training took nearly four days, achieving the highest accuracy of 98.3% as reported in [14].For training, they employed a twenty-four-batch size and a 0.0002 learning rate. Their model exceeds ours with the greatest score of 99.99 while training in less time; their model. According to their paper, the highest accuracy achieved by their CNN architecture is 99.79 whereas our ensemble model outperforms them with the best score of 99.99 while using the small amount of dataset.


6.     Conclusion

For this research work, we have used a lightweight CNN-based model with transfer learning techniques to classify the four classes of publicly available ECG image datasets. This model uses the XgBoost classifier and tuning of parameters has been done for further optimization and produces accurate results in classifying the disease. Therefore, the suggested CNN model can be utilized as a tool to help medical professionals identify heart conditions from ECG images and avoid the laborious process that results in time-consuming and imprecise outcomes.
The proposed model can be applied in the Industrial Internet of Things by integrating it into wearable devices or mobile applications for early detection and timely intervention. By creating a real-time ECG monitoring system that can continually evaluate ECG signals for indications of myocardial infarction or other cardiac problems utilizing numerous datasets, the research can be advanced in the future.
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