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1. INTRODUCTION

To increase the internet connectively, the freedom of data access in grown numerously and the network attacks and threats are loomed. The proposed hybrid optimization HHO-PSO algorithm greatly involved. Hence, for that recurrent neural network (RNN) based intrusion classification model is developed for the ability to utilize the previous states of hidden neurons. In this work Long Short-Term Memory (LSTM) recurrent neural network is utilized and the network parameters are optimally tuned by employing the proposed hybrid HHO-PSO algorithm. The essential attributes are selected through the experimental results are all other existing models.

2.  RECURRENT NEURAL NETWORK

The recurrent neural networks differ from the feed forward neural network by its recurrent structure. It has the storage units that are programmed to store the previous history of hidden states in hidden layers, which has been utilized to estimate the output of current iteration. The basic structure of Recurrent Neural Network is shown in Figure 1. The layer units are shown in Figure 2, in which the weight values in the input, hidden and output units are represented as W i ,  W h and W o . During the learning process, the previous hidden states have been utilized to compute the current iteration output through the delay unit Z 1. So, the previous history of output is employed during the learning phase.
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Figure 1	Basic Architecture of RNN
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Figure 2	Layer of RNN









3.  Long Short-Term Memory Network

The Long Short Term Memory Network is a kind of recurrent neural network proposed by Hochreiter (1997), which can handle the vanishing gradient problem effectively. The data flow during the training process is maintained through the switching of special gates that make a decision about when to read, write and what data to be stored in the gates. The architecture of LSTM is shown in Figure 3. The input, output and forget gate present in LSTM maintains the flow of signal between the layers with long term learning dependencies. The LSTM deep learning model is shown in Figure 4.
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Figure 3 Architecture of LSTM model
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Figure 4 LSTM deep learning model


The decision on new information to be stored in cell memory is decided by two factors. Initially, input layer decides the data to be updated and then the vector of new input data is created in tanh layer. Based on these two-step results.

4.  RESULT COMPARISON AND DISCUSSION

The proposed IDS models are evaluated with NSL benchmark datasets, which has 41 features. The objectives of the proposed models are to attain better accuracy with reduced number of features. So, the optimal feature selection is performed by employing the proposed HHO-PSO optimization algorithm and its parameters are presented in Table 1. The selected features are presented in Table 2, which are fed into the network and the corresponding performance is evaluated. The optimal features have been selected by employing 10-fold cross-validation for each fold and the selected features are tabulated. The optimal features are identified, based on the frequency of occurrences, at the end of the 10-fold cross-validation process.









Table 1	Parameters of the proposed model

	Parameters
	LSTM Network

	Weights and Bias
	Optimally fed by HHO-PSO

	Number of input Neurons
	Number of selected Features

	Number of hidden Layers
	2

	Number of hidden Neurons
	Initialized to (6-8), fixed during
training

	Number of output neurons
	1

	Activation Function
	Sigmoidal Activation Function

	Learning rate
	0.25(Fixed at end trial)

	Learning Rule
	Gradient descent rule

	Parameters
	Hybrid HHO-PSO

	Population Size
	100

	Maximum Number of Iterations
	Until convergence attained

	(u,v)
	(0,1)

	Initial Energy State E0
	1.5

	Initial Energy State E1
	(0,1)





Table 2	Selected Features by proposed HHO-PSO algorithm


	Feature No
	Attribute

	F3
	service

	F4
	Flag

	F5
	src_bytes

	F6
	dst_bytes

	F12
	logged_in

	F25
	serror_rate

	F30
	diff_srv_rate

	F39
	dst_host_srv_serror_rate



The model is iterated for 10 trial runs to avoid biased output and the model performance for each trial run is shown in Figure 5. The performance of the proposed model is compared with the accuracy obtained in the proposed MLP and the proposed SVM model that performed better than the proposed models for 10 trial runs as presented in Figure 6.
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Figure 5	Performance of the proposed LSTM model for10 trial runs0.99
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Figure 6. Performance of the proposed LSTM, MLP & SVM model for10 trial run

The average performance of the proposed LSTM model for the 10-trial run is presented in Table 3 and Figure 7. The classic LSTM model reported an accuracy of 0.9541 but it has poor true negative class identification as compared to hybrid models. This model has been fed with PSO based feature selection strategy, which leads to enhance the performance compared with the conventional LSTM strategy. The introduction of HHO algorithm may improve true negative and true positive cases, while comparing to PSO. So, the model is fed with a hybrid feature selection strategy the performance is analyzed and then compared the results obtained in this case with other two algorithms. The performance is improved in false- negative cases. This shows the significance of the proposed hybrid HHO-PSO optimization algorithm in improving the performance of the conventional LSTM model.
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Figure 6	ROC curve of proposed LSTM model





Table 4	Performance Analysis of the existing Models and other proposed Models

	Model Under Study
	
Accuracy
	
Precision
	
Sensitivity
	
Specificity
	
F1Score

	Random Forest Kumar et al. (2019)
	
0.9112
	
0.9616
	
0.8910
	
0.9433
	
0.9250

	Naïve Bayes Mukherjee & Sharma (2012)
	

0.9216
	

0.9649
	

0.9039
	

0.9490
	

0.9334

	CART
Grammatik is (2018)
	
0.8993
	
0.9491
	
0.8827
	
0.9253
	
0.9147

	ABC-BPN
Ali et al. (2018)
	
0.9116
	
0.9585
	
0.8939
	
0.9393
	
0.9250

	BR-BPN
Ali et al. (2018)
	
0.8989
	
0.9556
	
0.8777
	
0.9335
	
0.9150

	GA-BPN
Chiba et al. (2019)
	
0.9212
	
0.9618
	
0.9056
	
0.9450
	
0.9328

	PSO-BPN
Liu et al. (2019)
	
0.9096
	
0.9618
	
0.8886
	
0.9434
	
0.9237

	GA-MLP
Singh & De (2017)
	
0.9140
	
0.9588
	
0.8972
	
0.9401
	
0.9270

	MLP Teoh
et al.(2018)
	0.9229
	0.9694
	0.9025
	0.9551
	0.9347

	C4.5
	0.9370
	0.9680
	0.9248
	0.9549
	0.9459

	KNN
	0.9170
	0.9368
	0.9189
	0.9143
	0.9278

	SVM
	0.9494
	0.9585
	0.9528
	0.9448
	0.9557



Table 4	Performance Analysis of the existing Models and other proposed Models (Cont.)

	Model Under Study
	
Accuracy
	
Precision
	
Sensitivity
	
Specificity
	
F1Score

	BPN
	0.9272
	0.9663
	0.9111
	0.9515
	0.9379

	MLP
	0.9380
	0.9726
	0.9227
	0.9611
	0.9470

	PSO-BPN
	0.9440
	0.9732
	0.9315
	0.9623
	0.9519

	PSO-MLP
	0.9473
	0.9722
	0.9376
	0.9613
	0.9546

	HHO-BPN
	0.9501
	0.9686
	0.9451
	0.9571
	0.9567

	HHO-MLP
	0.9584
	0.9699
	0.9576
	0.9596
	0.9637

	LSTM
	0.9541
	0.9592
	0.9601
	0.9461
	0.9597

	PSO-LSTM
	0.9631
	0.9666
	0.9684
	0.9560
	0.9675

	HHO-
LSTM
	0.9682
	0.9693
	0.9747
	0.9597
	0.9720

	Proposed KNN

	
0.9523
	
0.9585
	
0.9576
	
0.9450
	
0.9581

	Proposed SVM

	
0.9604
	
0.9662
	
0.9642
	
0.9553
	
0.9652

	Proposed RF

	
0.9356
	
0.9733
	
0.9184
	
0.9617
	
0.9451

	Proposed NB

	
0.9380
	
0.9680
	
0.9264
	
0.9550
	
0.9467

	Proposed CART

	
0.9339
	
0.9655
	
0.9220
	
0.9514
	
0.9432

	Proposed C4.5

	
0.9445
	
0.9734
	
0.9321
	
0.9627
	
0.9523

	Proposed KNN

	
0.9518
	
0.9733
	
0.9438
	
0.9632
	
0.9583




Table 4	Performance Analysis of the existing Models and other proposed Models - (Cont.)

	Model Under Study
	
Accuracy
	
Precision
	
Sensitivity
	
Specificity
	
F1Score

	Proposed SVM
(Chapter-5)
	
0.9732
	
0.9809
	
0.9722
	
0.9745
	
0.9765

	Proposed Hybrid HHO-PSO BPN
(Chapter-5)
	

0.9708
	

0.9725
	

0.9761
	

0.9638
	

0.9743

	Proposed Hybrid HHO-PSO MLP
(Chapter-5)
	

0.9774
	

0.9763
	

0.9838
	

0.9690
	

0.9800

	Proposed hybrid HHO-PSO
LSTM
	
0.9853
	
0.9832
	
0.9909
	
0.9780
	
0.9870





5. SUMMARY

This part of the proposed research has employed a recurrent neural network model for solving the intrusion classification problem. The LSTM network is adopted and its intrusion detection performances are analyzed. The hybrid HHO-PSO algorithm has been employed to improve the performance of the model and response of the model is analyzed. The results obtained confirmed that the proposed hybrid HHO-PSO optimization algorithm has improved the performance of the neural network models by providing a minimal number of optimal feature subset with better classification accuracy. The convergence speed of the proposed model is improved while comparing with other proposed models.
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