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Abstract:  This chapter deals with the solution of various programming problems viz. Linear Programming Problem (LPP), and Linear Fractional Programming Problem (LFPP) by Gauss elimination method. Gauss elimination method is an important method to solve linear equations in the field of Numerical Analysis. We have applied this method on linear inequalities to achieve an optimal solution of various programming problems. It is quite easy to understand and takes less computation time as compared to existing simplex method. 
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1. INTRODUCTION

In a finite dimensional vector space (FDVS), one can find the extrema of functions on sets which is defined by non-linear and linear constraints (equations or / and inequalities) to solve the optimization problems. Such types of optimization problems are encountered in Mathematical Programming; which is an important branch of Operations Research. If an object and all the restrictions involved in an optimization problem can be expressed in mathematical form (function, equation, inequality) then such problem is known as Mathematical Programming Problem (MPP). Every problem has an object. A problem without an object is meaningless. Generally a problem has some restrictions to achieve the desired object / goal. Therefore, the arrangement of the restrictions should be in such a way that the object of the problem can be obtained easily.

Generally, MPP has three main parts:

( a ) Objective Function

( b ) Restrictions

( c ) Non-negative conditions.

Mathematical Programming Problem (MPP) can be classified broadly in two categories:
(i) Linear Programming Problem (LPP)

(ii) Non-linear Programming Problem (NLPP)

If all the terms involved in the MPP are linear in nature, then the corresponding MPP is termed as Linear Programming Problem (LPP).  For example, 
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Here two decision variables [image: image12.png]x & y



 are being used which is involved linearly in objective function, restrictions and non-negative conditions. 

On the other hand, if some or all of the terms involved either in objective function or in constraints or in both in the MPP are non-linear in nature, then the corresponding MPP is termed as Non-linear Programming Problem (NLPP). For example,
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Whenever we have a raw data of an optimization problem, we always try first to formulate as like LPP & NLPP. In many real-life problems, an optimization problem may not be adequately described in the form of LPP & NLPP necessarily. 
In this chapter, we’ll discuss modeling of Gauss elimination technique for different kinds of Mathematical Programming Problems viz. Linear Programming Problem (LPP) and Linear Fractional Programming Problem (FPP).
2. Gauss Elimination Technique for Mathematical Programming Problem

In this chapter, a numerical technique “Gauss elimination technique for simultaneous linear algebraic equations” has been proposed to solve several mathematical programming problems viz. Linear Programming Problem (Sharma et al 2003), Fractional Programming Problem (Jain et al 2008) and Extended Integer Solution for Fractional Programming Problem (Jain et al 2008). Gauss elimination technique is useful than the earlier methods available in the literature so far because it takes least time and calculations are also simple in nature.

3. Gauss elimination technique for simultaneous linear algebraic equations

In this method, the given system of simultaneous linear algebraic equations can be reduced to an upper triangular system by eliminating the variables successively and the knowns are found by back substitution. For the sake of clarity and simplicity, we consider only the system of three equations. 
Let the system be 
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To eliminate [image: image27.png]


 from the second equation, multiply the first equation by - [image: image29.png]d21

ay



 and add to the second equation. Similarly to eliminate [image: image31.png]


 from the third equation, multiply the first equation by - [image: image33.png]d31
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 and add to the third equation. These elements - [image: image35.png]d21
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  are called the multipliers for the first stage of elimination, assuming [image: image39.png]a;; # 0



.

The first equation is called the pivotal equation and [image: image41.png]a;; # 0



 is called the first pivot.
Therefore the second and third equations become
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In the second stage of elimination, we multiply the fourth equation by - [image: image111.png])
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 and adding to the fifth equation. We have 
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Now collecting the first equation from each stage, we get the system :
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The above system (A) is known as upper triangular system and can be solved by using back substitution method.
4.  Modeling of Gauss elimination technique for inequalities

In Numerical Analysis, the system of simultaneous equations is solved by Gauss elimination technique with the help of elimination of variables one by one and finally reduce to upper triangular system of equations, which can be solved by back substitution. Equation gives only one solution while inequality gives possibility of many solutions in bounded/ region form, out of which we select maximum or minimum value according to the problem to optimize. This is the main theme to apply Gauss elimination technique for inequality in place of equation. It can easily verify that max. / mini. value of linear variables gives, max. / mini. value of objective function of [image: image153.png]X CiX;
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 are positive. If some [image: image157.png]


 are not positive, then we take mini. / max. value of corresponding linear variables so it gives max. / mini. value of objective function.

Here we apply Gauss elimination technique for a system of inequalities of the same sign i.e., either less or equal to ([image: image159.png]


 or greater than or equal to ([image: image161.png]


 in nature. Here variables are eliminated by combining inequalities in such a way that the inequalities and variables reduced one by one in every iteration i.e., one variable and one inequality reduce in one iteration so at last there remains only one inequality with one variable remains. This last inequality gives value of last variable in bounded form and finally taking the maximum or minimum value of last variable according to objective function of Mathematical Programming Problem. Finally, we get value of other variables by back substitution of value of the last variable.
For the sake of clarity and simplicity, we consider the system of inequalities of n variables and m inequalities:
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First of all to eliminate the first variable say [image: image167.png]


, multiply the first row by  [image: image169.png]


  respectively and then subtract them from second, third and so on up to the [image: image171.png]th



 row respectively. Then we get the first iteration as:
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Now after first iteration, we get (n-1) variables and (m-1) inequalities. Repeating this process or after (n-1) iteration we have only one variable remains. Finally, we can get the value of last variable. There may be some redundant constraints present in the system.
5. Algorithm of Gauss elimination technique for Mathematical Programming  Problem
In this chapter, main emphasis is given on several programming problems viz. Linear Programming problem, Fractional Programming Problem and Extended Integer Solution for Fractional Programming Problem to find an optimal solution by Gauss elimination technique. The steps to apply Gauss elimination technique on MPP are as follows:

1. To apply Gauss elimination technique on Mathematical Programming Problem (MPP), we have to formulate this MPP again by taking objective function as constraints and all constraints of having same sign of inequality.

2. Now variables eliminated by combining inequalities in such a way that the inequalities and variables reduced one by one in each iteration. If at any stage we get an absurd inequality like 0 [image: image185.png]
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 is a negative number then we conclude that the given MPP has an infeasible solution otherwise MPP has a feasible solution.

3. In case of having feasible solution, we form the following pairwise disjoint sets for all the variables like,
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 ; i = 1,2, …….., m  and   j = 1,2,…..,n

4. If at any stage the set [image: image201.png]


 or [image: image203.png]


 becomes empty for a variable, then the given MPP possess an unbounded solution. Hence, optimal / feasible solution of MPP exists when neither absurd inequality nor empty set of [image: image205.png]


  or [image: image207.png]


 exist in the system.

6.  Problem Formulation for Various Mathematical Programming Problems

1. Linear Programming Problem

Max. 
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Reduced form of Linear Programming Problem for Gauss elimination technique are as follows:

Max. Z

                     Z – [image: image215.png]
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2. Fractional Programming Problem
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Reduced form of Fractional Programming Problem for Gauss elimination technique are as follows:

Max. Z
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To explain the procedure of Gauss elimination technique for various mathematical programming problems, the illustrations of Linear Programming Problem, Linear Fractional Programming Problem and Multi-objective Linear Programming Problem are being solved for better understanding to the readers and learners.
7.  Illustrations
1. Solve the given Linear Programming Problem by Gauss elimination technique:
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Subject to, [image: image237.png]3x+5y =15




                   [image: image239.png]5x+2y =10




and              [image: image241.png]



Solution : Making standard form by treating objective function as constraints and all inequalities of same sign for Gauss elimination technique, we have

Max Z
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      In the first stage of Gauss elimination, let the variable [image: image253.png]


 is selected to be eliminated, then
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Since, here non-empty sets of  [image: image256.png]I* and I~ exist



, therefore an optimal / feasible solution of above Linear Programming Problem can be obtained by using Gauss elimination technique.

 Now, (1) multiplied by - [image: image258.png]


 , we have 
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  Adding (6) to (2), we get
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Multiplied (1) by -1, we have

 Z – 5 [image: image274.png]
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     Adding (8) to (3), we get
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, we have
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   Subtracting (10) from (4), we get 
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Hence, after first stage of elimination, we have

Max Z
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        or 
-Z + 3 [image: image318.png]
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In the second stage of Gauss elimination, to eliminate the variable [image: image324.png]


, multiplying  (12) by -[image: image326.png]


 , we have 
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Adding (16) to (13), we get 

                                                              [image: image334.png]19z
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Multiplied (12) by [image: image338.png]


 , we have 
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Subtracting (18) from (14), we get
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Multiplied (12) by  -[image: image344.png]


 , we have 
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Adding (15) to (20), we get 

                                                                 [image: image352.png]
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Hence, after second stage of elimination, we have
Max Z

Z [image: image356.png]
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Here, our object is to maximize Z. Hence, we have to select maximum value of Z from the above bounded values of Z which satisfies all the above inequalities. Therefore, Max. Z = 9.

Now putting Z = 9 into the inequalities (12) , we get
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Now putting Z = 9 into the inequalities (13) , we get
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Now putting Z = 9 into the inequalities (14) , we get
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Now we observe that on putting Z = 9 into the inequalities (12) to (14), we get different bounded values of [image: image376.png]y,ie,y=3



, [image: image378.png]
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 is the only value that satisfies all the inequalities altogether.

Now putting Z = 9 and [image: image384.png]


 in the inequality (1), we get
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Now putting Z = 9 and [image: image392.png]


 in the inequality (2), we get
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Now putting Z = 9 and [image: image400.png]


 in the inequality (3), we get
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Now we observe that on putting Z = 9 and [image: image408.png]


 into the inequalities (1) to (5), we get different bounded values i.e., [image: image410.png]


 , [image: image412.png]
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 is the only value that satisfies all the above inequalities altogether. Hence,  [image: image418.png]
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Therefore, the optimal solution of above Linear Programming Problem by Gauss elimination technique is, [image: image420.png]


 , [image: image422.png]


 and Z = 9.

2. Solve the given Linear  Fractional Programming Problem by Gauss elimination technique:
Max.
     Z = [image: image424.png]5x+3y
Sx+2y+1




Subject to, [image: image426.png]3x+5y =15
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Solution : Making standard form by treating objective function as constraints and all inequalities of same sign for Gauss elimination technique, we have

Max  Z
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 ≤ 0


………(22)
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Since, we have to find the maximum value of objective function. Let us suppose that 

1< z < [image: image442.png]


.

     In the first stage of Gauss elimination, let the variable [image: image444.png]


 is selected to be eliminated, then
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Since, here non-empty sets of [image: image447.png]I* and I~ exist



, therefore an optimal / feasible solution of above Linear Fractional Programming Problem can be obtained by using Gauss elimination technique.

Now, (22) multiplied by    [image: image449.png](52-5)



 , we have 
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On subtracting (27) from (23), we have 
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Now, (22) multiplied by    [image: image455.png](52-5)



 , we have 
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On subtracting (29) from (24), we have 
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Now, (22) multiplied by    [image: image461.png](52-5)



 , we have 
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Adding (31) and (25), we have
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Hence after first stage of elimination, we have 
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In the second stage of Gauss elimination, to eliminate the variable [image: image475.png]
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 , we have 
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                …………………….(37)

Adding (37) and (34), we get

           -209 [image: image481.png]z? + 444z —235 <0
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Now, (33) multiplied by   [image: image483.png](3-2z)
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,   we have
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Subtracting (39) from (35), we get
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Now, multiplied (33) by  [image: image489.png]—Z)
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 , we have
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Adding (41) and (36), we get

                               78 z – 75 ≤ 0                    


  
…………………..(42)

Hence, after second stage of elimination, we have

         -209 [image: image493.png]z? + 444z —235 <0
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                   78 z – 75 ≤ 0                                 

  ………………………..(12.45)
Here we get quadratic inequality in one variable z by (43), (44) and linear inequality by (45). On solving quadratic inequalities (43) and (44), we select only real values of the variable and if no such real value exists for that variable then there does not exist any feasible solution for the fractional programming problem and linear inequality (45) for z,  we have bounded values of z by using quadratic root method 
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 or by graphical method of non-linear programming problem.
Gauss elimination method is a direct method so the amount of computation is fixed, while in an iterative or indirect method the amount of computation depends on the accuracy required.

Here, our object is to maximize z. So, select maximum value of z from the bounded values of z. Values of z from inequalities (43), (44) and (45) are
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Now putting Z = [image: image507.png]


 into the inequalities (33) to (36) respectively, we get different bounded values for the variable y as y ≤ 3, y ≤ [image: image509.png]


 , y ≥ 3 along with –y ≤ 0. Out of these y = 3 is the only value that satisfies all the inequalities (33) to (36) altogether. Hence y = 3.
Now putting Z = [image: image511.png]


 and y = 3 into the inequalities (22) to (26) respectively, we get different bounded values for the variable [image: image513.png]
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 ≤ 0. Out of these, [image: image523.png]


is the only value that satisfies all the inequalities (22) to (26) altogether. Hence [image: image525.png]



Therefore the optimal solution of the above linear fractional programming problem by Gauss elimination technique is [image: image527.png]
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