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1. INTRODUCTION 

 

As the internet continues to expand, more and more people are able to access data 

freely, but there is also a growing fear of network assaults and other security risks. 

The suggested HHO-PSO hybrid optimization method is rather complicated. In 

order to make use of the hidden neurons' past states, an intrusion classification 

model based on recurrent neural networks (RNNs) is created. Here, we use a 

recurrent neural network with Long Short-Term Memory (LSTM) capabilities and 

optimize its parameters using the hybrid HHO-PSO method. As with all other 

current models, the experimental findings are used to identify the important 

features. 

 

2. RECURRENT NEURAL NETWORK 

 

Due to their recurring architecture, recurring Neural Networks diverge from Feed 

Forward Neural Networks. In order to assess the results of the present iteration, 

the storage units are engineered to save past data of latent states in hidden layers. 

At its core, the Recurrent Neural Network is shown in Fig. 1. The weight values in 

the input, hidden, and output units are shown as Wi, Wh, and Wo, respectively, in 

Fig. 2, which illustrates the layer units. In order to calculate the output of the 

current iteration using the delay unit Z⁻¹, prior hidden states are used throughout 

the learning process.  
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The manufacturing history from before is used in the learning phase.  

 

 

 

Fig 1.Basic Architecture of RNN 

 

 

 
Fig 2.Layer of RNN
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3. Long Short-Term Memory Network 

 

Hochreiter effectively solves the vanishing gradient problem with the LSTM network, a 

form of RNN that he presented in 1997. Defined gates control the data flow during 

training by deciding when to read and write and which data to store within. The structure 

of Long Short-Term Memory (LSTM) is shown in Fig. 3. The signal flow between layers 

of an LSTM is controlled by the input, output, and forget gates, which allow for long-

term learning dependencies. Fig 4 illustrates the LSTM deep learning model. 

 

 

 

 

Fig 3. LSTM Architecture Model



 
 

 

 


 

 

 
 

Fig 4. LSTM Deep Learning Model 

 

There are two factors that play a role in deciding what new information is kept in cell 

memory. After the data that needs updating is determined in the input layer, the tanh layer 

generates a vector of new input data. Based on what we learn from these two procedures.  

 

 

  

4. RESULT COMPARISON AND DISCUSSION 

 

The proposed IDS models are evaluated using NSL benchmark datasets including 41 

features. The objective of the proposed models is to improve precision while reducing the 

number of features. The optimal feature selection is performed using the proposed HHO-

PSO optimization technique, with its parameters specified in Table 1. Table 2 specifies 

the selected characteristics used as inputs for performance assessment inside the network. 

Optimal features were determined by 10-fold cross-validation for each iteration, and the 

selected features are recorded in a table. The optimal features are identified according to 

their frequency of occurrence after the conclusion of the 10-fold cross-validation process. 



 
 

 

 

Table1 Parameters of the proposed model 

 

 
 

Table2 Selected Features associated with the Proposed HHO-PSO Algorithm 

 

 

 



 
 

 

The model completed 10 trial iterations to reduce biased outcomes, with the performance 

of each iteration shown in Fig 5. The effectiveness of the proposed model is compared to 

the accuracy achieved by the MLP and SVM models. Among the three models, the SVM 

consistently outperformed the others in all 10 trial runs, as seen in Fig 6. 

 
Fig 5.Proposed LSTM model  Performances (10-Trial Runs) 

 

 

 
Fig 6. Proposed LSTM, MLP & SVM model Performances (10-Trial Runs) 

 

 

 

 



 
 

 

Table 3 and Fig. 7 show the average performance of the proposed LSTM model over all 

10 trial runs. In comparison to the hybrid models, the traditional LSTM model failed to 

adequately identify true negative cases, although achieving an accuracy of 0.9541. 

Compared to the standard LSTM, the model's performance was significantly enhanced 

during construction when a PSO-based feature selection method was used. The Harris 

Hawks Optimization (HHO) approach was developed to improve classification 

effectiveness, particularly in identifying true positive and true negative instances. The 

model used a hybrid feature selection approach (HHO-PSO), and its efficacy was 

assessed and compared with two additional methodologies. The hybrid approach 

markedly improved performance in false-negative cases, highlighting the effectiveness of 

the proposed HHO-PSO optimization strategy in enhancing the conventional LSTM 

model.  

 

 

 

 

 

 

Fig 6 ROC curve of proposed LSTM model 

 

 

 

 



 
 

 

Table4 Existing and Proposed Model Performances 

 

 

 

 



 
 

 

Table4 Existing Models and  Proposed Model  Performances 

(Cont.) 

 



 

 

 

 

    Table4 Existing Models and Proposed Model Performances -(Cont.) 

 

 

 5.SUMMARY 

 

To address the problem of intrusion classification, this section of the proposed research 

employs a model based on Recurrent Neural Networks (RNNs). We use an LSTM network 

and thoroughly analyze its performance in intrusion detection. In order to make the model 

better, a hybrid approach called HHO-PSO (Harrison Hawks Optimization-Particle Swarm 

Optimization) is used. Results show that by selecting a small subset of optimal features, the 

suggested hybrid HHO-PSO approach considerably improves the performance of the neural 

network model, leading to better classification accuracy. We found that the suggested model 

converges much more quickly than the alternatives. 
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