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1. INTRODUCTION

As the internet continues to expand, more and more people are able to access data
freely, but there is also a growing fear of network assaults and other security risks.
The suggested HHO-PSO hybrid optimization method is rather complicated. In
order to make use of the hidden neurons' past states, an intrusion classification
model based on recurrent neural networks (RNNSs) is created. Here, we use a
recurrent neural network with Long Short-Term Memory (LSTM) capabilities and
optimize its parameters using the hybrid HHO-PSO method. As with all other
current models, the experimental findings are used to identify the important

features.

2. RECURRENT NEURAL NETWORK

Due to their recurring architecture, recurring Neural Networks diverge from Feed
Forward Neural Networks. In order to assess the results of the present iteration,
the storage units are engineered to save past data of latent states in hidden layers.
At its core, the Recurrent Neural Network is shown in Fig. 1. The weight values in
the input, hidden, and output units are shown as W', W", and WP°, respectively, in
Fig. 2, which illustrates the layer units. In order to calculate the output of the
current iteration using the delay unit Z!, prior hidden states are used throughout

the learning process.
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The manufacturing history from before is used in the learning phase.
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Fig 1.Basic Architecture of RNN
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Fig 2.Layer of RNN



3. Long Short-Term Memory Network

Hochreiter effectively solves the vanishing gradient problem with the LSTM network, a
form of RNN that he presented in 1997. Defined gates control the data flow during
training by deciding when to read and write and which data to store within. The structure
of Long Short-Term Memory (LSTM) is shown in Fig. 3. The signal flow between layers
of an LSTM is controlled by the input, output, and forget gates, which allow for long-

term learning dependencies. Fig 4 illustrates the LSTM deep learning model.
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Fig 3. LSTM Architecture Model



Fig 4. LSTM Deep Learning Model

There are two factors that play a role in deciding what new information is kept in cell
memory. After the data that needs updating is determined in the input layer, the tanh layer

generates a vector of new input data. Based on what we learn from these two procedures.

4. RESULT COMPARISON AND DISCUSSION

The proposed IDS models are evaluated using NSL benchmark datasets including 41
features. The objective of the proposed models is to improve precision while reducing the
number of features. The optimal feature selection is performed using the proposed HHO -
PSO optimization technique, with its parameters specified in Table 1. Table 2 specifies
the selected characteristics used as inputs for performance assessment inside the network.
Optimal features were determined by 10-fold cross-validation for each iteration, and the
selected features are recorded in a table. The optimal features are identified according to

their frequency of occurrence after the conclusion of the 10-fold cross-validation process.



Tablel Parameters of the proposed model

Parameters

LSTMNetwork

Weights and Bias

Optimally fed by HHO-PSO

Number of input Neurons

Number of selected Features

Number of hidden Lavers

2

Number of hidden Neurons

Initialized to(6-8).fixed during

training

Number of output neurons

1

Activation Function Sigmoid Activation Function
Learning rate 0.25(Fixed at end trial)
LearningRule Gradientdescentrule

Parameters

Hybrid HHO-PSO

PopulationSize 100
MaximumNumberoflterations Untilconvergence attained
(u.¥) (0.1)
InitialEnergyStateE; 1.5

InitialEnergyStateE; (0.1)

Table2Selected Features associated with the Proposed HHO-PSO Algorithm

Feature No Attribute
F3 Service
F4 Flag
F5 src_bytes
F6 dst bytes
F12 logged in
F25 serror rate
F30 diff srv_rate
F39 dst host srv_serror rate




The model completed 10 trial iterations to reduce biased outcomes, with the performance
of each iteration shown in Fig 5. The effectiveness of the proposed model is compared to
the accuracy achieved by the MLP and SVM models. Among the three models, the SVM

consistently outperformed the others in all 10 trial runs, as seen in Fig 6.
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Fig 5.Proposed LSTM model Performances (10-Trial Runs)
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Fig 6. Proposed LSTM, MLP & SVM model Performances (10-Trial Runs)



Table 3 and Fig. 7 show the average performance of the proposed LSTM model over all
10 trial runs. In comparison to the hybrid models, the traditional LSTM model failed to
adequately identify true negative cases, although achieving an accuracy of 0.9541.
Compared to the standard LSTM, the model's performance was significantly enhanced
during construction when a PSO-based feature selection method was used. The Harris
Hawks Optimization (HHO) approach was developed to improve classification
effectiveness, particularly in identifying true positive and true negative instances. The
model used a hybrid feature selection approach (HHO-PSO), and its efficacy was
assessed and compared with two additional methodologies. The hybrid approach
markedly improved performance in false-negative cases, highlighting the effectiveness of
the proposed HHO-PSO optimization strategy in enhancing the conventional LSTM
model.
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Fig 6 ROC curve of proposed LSTM model



Tabled

Existing and Proposed Model Performances

Miodel
Under Accuracy | Precision | Sensitivity | Specificity | F1Score
Study
FandomForast
Eurmnar 09112 096146 0.8910 094313 09250
atal {2019
NaivaBavashiukh
srjead
Sharma(2012) 09214 0.96449 0.90349 0.94490 [1.9334
CART
Grammatikis [.59913 0.9449] 0.8R27 09253 0.9147
{2018
ABC-BPM
Alistal {2018) 0.9116 09383 0.8039 0.893183 0.9250
EBE-BFM
Alistal {2018) (. E0EQ 0.9556 0.8777 09335 09150
GA-BPEM
Chiba etal (2019)| 0.9112 09818 09056 0.8450 09328
FS0-BPFM
Liuatal {2019) 0.2084 09618 0.BERA 0.9434 [.9237
GA-LILE
Sinch&De(2017] 0.2140 09588 0.8972 0.9401 09270
MLFTzoh 09229 | 0.9694 0.9025 0.9551 0.9347
atal (2018)
C4.5 09370 0.9680 09248 0.95449 [.9459
EX 021740 093168 091849 09143 09278
SV 09494 09585 09528 09448 [.9557




Table4

Existing Models and Proposed Model Performances

(Cont.)

Model

Under Accuracy | Precision Sensitivity Specificity Fl5core

Study
BPN 0.9272 0.9663 09111 09515 0.9379
MLP 0.9380 0.9726 0.9227 09611 0.9470
PS0O-BPN 0.9440 09732 09315 0.9623 0.9519
PSO-MLP 0.9473 09722 0.9376 0.9613 0.95486
HHO-BPIW 0.9501 0.9686 0.9451 0.9571 0.9567
HHO-MLP 0.9584 0.9699 0.9576 0.95986 0.9637
L5TM 0.9541 0.9592 0.9601 0.9451 0.9597
PS0O-L5TM 0.9631 0.9666 0.9684 0.9580 0.9673
HHO- R - ,,
LSTM 0.9682 0.9693 0.9747 0.9597 0.9720
Proposed
ENN 0.9523 0.9585 0.9576 0.9450 0.9581
Proposed
SVM 0.9604 0.9662 0.9642 0.9553 0.9652
Proposed
RF 0.9356 0.9733 0.9184 0.9617 0.9451
Proposed
NB 0.9380 0.96380 0.9264 0.9550 0.9457
Proposed
CART 0.9335 0.9655 0.9220 0.9514 0.9432
Proposed
C4.5 0.59445 09734 0.9321 0.9627 0.9523
Proposed
ENN 0.9518 0.9733 0.9438 0.9632 0.9583




Table4 Existing Models and Proposed Model Performances -(Cont.)

Model
Under Accuracy | Precision | Sensitivity | Specificity | FlScore
study

Proposed
SVM 09732 0.9809 09722 09745 0.9765
{Chapter-3)
Proposed

HvbridHH
0O- 0.9708 0.97
PSOBPN

{Chapter-3)
Proposed

HvbridHH
O- 09774 09763 (0.9838 0.9690 0.9800
PSOMLP

{Chapter-3)
Proposedh
vbridHHO 0.9853 0.9832 (.9909 0.9780 0.9870
-PSO

LSTM

0.9761 0.9638 0.9743

]
Lh

5.SUMMARY

To address the problem of intrusion classification, this section of the proposed research
employs a model based on Recurrent Neural Networks (RNNs). We use an LSTM network
and thoroughly analyze its performance in intrusion detection. In order to make the model
better, a hybrid approach called HHO-PSO (Harrison Hawks Optimization-Particle Swarm
Optimization) is used. Results show that by selecting a small subset of optimal features, the
suggested hybrid HHO-PSO approach considerably improves the performance of the neural
network model, leading to better classification accuracy. We found that the suggested model

converges much more quickly than the alternatives.
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